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Abstract

Rising global energy demand and the environmental impact of fossil fuels
have increased the need for sustainable energy solutions. Photocatalysis of-
fers a way to harness solar energy to produce renewable fuels and industrially
viable chemicals, and to degrade organic pollutants. This thesis explores the
use of atomistic modeling based on Density Functional Theory to system-
atically model, understand, and optimize various photocatalytic processes.
The research is focused on three studies: The influence of oxygen vacancies
on the water oxidation mechanism on bismuth vanadate, showing that the
removal of vacancies shifts the selectivity from oxygen to hydrogen peroxide;
the mechanism of photocatalytic oxazolidinone oxidation to oxazolidinedione
on carbon nitride, demonstrating the necessity of proton-coupled electron
transfer from the substrate to the catalyst, enabled by light absorption; and
photothermal carbon dioxide hydrogenation to carbon monoxide on cobalt-
doped hydroxyapatite, showing that increasing the doping level changes the
mechanism and nature of photoabsorption from intragap-state-induced to
localized-surface-plasmon-resonance-induced. These results reveal a com-
plex interplay between catalyst structure, nature of light absorption, and
reaction mechanism, and provide valuable insights for the design of more
efficient photocatalysts.
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Chapter 1

Introduction

1.1 Mitigating the Global Energy Crisis: A Multi-
Angle Approach

Since the Industrial Revolution, the use of fossil fuels has become essential
to the functioning of society.[1] The unprecedented pace of technological
progress brought about by the revolution, coupled with a rapidly growing
world population and the nature of the capitalist mode of production,[2] has
led to an exponential increase in energy demand (Figure 1.1). The massive
emission of CO2 produced by the burning of fossil fuels has contributed to an
increase in the average global temperature (Figure 1.2), which is expected
to exceed the targeted 2 ◦C increase over pre-industrial levels.[3] Global
warming is responsible for a wide range of environmental effects that are
progressively harming life on Earth.[4, 5] In addition, it is estimated that
airborne particulate matter (PM2.5) produced by the combustion of fossil
fuels leads to more than 10 million premature human deaths each year.[6]
These factors constitute a global energy crisis, which is considered one of the
most important problems for mankind to solve.[7] Such a complex problem
can only be addressed by approaching it from multiple angles,[8] such as:

• The scientific angle, concerned with providing an understanding of
natural principles that can lead to new technologies for more sustain-
able energy production;

• The technological angle, concerned with the optimization of energy
production processes to make them practical on an industrial scale;

• The political angle, which aims to optimize sustainable energy pro-
duction by changing legal policies;[9]
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• The socioeconomic angle, which deals with the high economic impact
that would occur in society if the fossil fuel industry, one of the largest
industries in the world,[10] were to be replaced by an alternative;

• The educational angle, which is concerned with raising awareness
among the general population about the severity of the crisis and the
impact of individual as well as collective actions.

In this thesis, I focus on the scientific angle∗.

Figure 1.1: The global energy consumption in the last 200 years (EJ: Exa-
joule). The figure is taken from ref. [11].

Figure 1.2: The global yearly average temperature in the last 150 years. The
figure is taken from ref. [12].

∗It is, however, not possible to draw strict boundaries between the angles.
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1.2 A Sustainable Alternative to Fossil Fuels: Solar
Energy

The Sun is a major source of energy on Earth—it is estimated that the Sun
provides the Earth with as much energy in one hour as is used worldwide in
a year.[13] Although fossil fuels represent indirect solar energy accumulated
by living organisms over hundreds of millions of years, the direct use of solar
energy is a more sustainable approach that avoids the problems associated
with fossil fuel combustion. In fact, technologies that use direct solar en-
ergy (or simply "solar energy") have been known since the 19th century,[14]
but their more serious development began only after the oil crises of the
1970s.[15] Today, solar energy is widely used for various purposes, such as
generating electricity or heat, where it is converted into electrical or ther-
mal energy, respectively. In addition, solar energy can be converted into
chemical energy through photocatalysis. The products obtained are known
as "solar chemicals", which can be used either as a sustainable alternative
to their conventionally produced counterparts, or to store and subsequently
generate energy themselves (solar fuels). Alternatively, instead of producing
a desired solar chemical, photocatalysis can be used as a means of degrading
harmful substances.[16]

1.3 Heterogeneous Photocatalysis

Photocatalysis can be traced back to the early 20th century, when it was
discovered that substances could be degraded by light in the presence of cer-
tain compounds, such as ZnO and uranium salts.[17] A major breakthrough
came in 1972,[18] when a TiO2 electrode was shown to split water when ir-
radiated, producing H2 and O2. Today, numerous photocatalytic processes
are known, and I explore some of them in the following paragraphs. I only
discuss heterogeneous photocatalytic processes where the reactant and the
catalyst are in different phases (solid, liquid, or gas),[19] as these are the
subject of my research.†

1.3.1 What Makes a Good Catalyst: The Scope of Hetero-
geneous Photocatalysts

Since every electrically charged particle interacts with photons, all matter
composed of atoms can absorb light to some extent. Chemical systems

†Homogeneous photocatalysis, on the other hand, deals with processes where the reac-
tant and the catalyst are in the same phase.[20] Homogeneous photocatalysts are consid-
erably more difficult to separate from the reaction mixture and reuse, making them less
sustainable.
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absorb light through various mechanisms, such as rotational and vibrational
transitions.[21] The mechanism primarily responsible for catalytic activity is
absorption by the electrons, which excites an electron and leaves a positively
charged "hole" in the electronic structure. The high-energy electron and the
hole (photogenerated carriers) interact electrostatically (exciton binding).
After the carriers are separated from the exciton, they can interact with the
reactant, changing its electronic structure, resulting in its reduction (in the
case of electrons) or oxidation (in the case of holes). For the photocatalytic
process to be effective, the photogenerated carriers must be separated from
the exciton long enough for them to interact with the reactant rather than
recombine with each other. One way to achieve this separation is to ensure
that there is an energy gap between the highest-energy electrons in the
ground state and the lowest-energy electrons in the excited state. This is
the case in semiconductors and insulators, where there is a band gap between
the energy of the occupied electronic states (valence band) and the vacant
electronic states (conduction band). However, because the catalyst does not
absorb photons with energy lower than that required to excite the electrons,
insulators could only function as photocatalysts with light of a sufficiently
low wavelength, such as ultraviolet (UV) light. This leaves semiconductors
as the most suitable photocatalysts for solar light. Furthermore, if a system
catalyzes one process efficiently, it will not necessarily be efficient for another
process due to specific interactions between the catalyst and the reactant. I
will now review several classes of widely used photocatalysts, some of which
I have studied in my own work, and discuss what makes them efficient for
the processes they catalyze.

Bulk semiconductors: Although the materials in this class are often
nanostructured or made into thin films, they also exist in a bulk, 3D form.
Some of the subclasses belonging to this class are metal oxide catalysts such
as ZnO, lead halite perovskites such as CsPbBr3,[22] and traditional III-V‡

semiconductors such as GaAs. The catalysts belonging to this class are often
stable, have a large specific surface area and good adsorption properties, but
are often difficult to modify and exhibit poor exciton dynamics as well as
fast recombination of photogenerated carriers.[23]

Out of these, I have worked with the subclass of metal oxide catalysts.
The subclass contains binary oxides such as ZnO and TiO2 which are some
of the oldest known photocatalysts, as well as the mixed metal oxides such as
SrTiO3. Since these photocatalysts suffer from fast recombination, they are
often modified by doping or metal deposition, both of which can facilitate

‡The Roman numerals correspond to the old names of the periodic table groups 13
and 15 and indicate the number of valence electrons of the atoms in the group.
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charge separation and increase the lifetime of photogenerated carriers.[24]
One of the catalysts used in my work, BiVO4, is also a notable mem-

ber of this subclass. It has a relatively narrow band gap of 2.4 eV and
is inexpensive, stable in aqueous solution, and non-toxic.[25] To improve
its photocatalytic performance, BiVO4 can be modified in several ways.[26]
When the catalyst surface is modified with graphene, an improved degrada-
tion of dyes is observed due to the improved charge separation and increased
specific surface area.[27–31] An improved dye degradation was also observed
with BiVO4 doped with non-metals such as S,[32] B,[33] and F,[34] as well as
with wide range of metals.[26] Another strategy to slow down recombination
in BiVO4 is combining it with another semiconductor to make a composite
catalyst.[26] This can be done with TiO2,[35] Cu2O,[36] polymeric carbon
nitride,[37] Bi2WO6,[38] as well as BiOCl.[39]

As stated above, the performance of bulk semiconductor photocatalysts
can be improved by depositing metals on them. The electron cloud in the
deposited metallic nanoparticle can interact with light in a process called
localized surface plasmon resonance (LSPR),[40] leading to an improved light
absorption and charge transfer to the semiconductor.[41] An example of
such a catalyst is Co-doped hydroxyapatite where metallic Co nanoparticles
deposit onto the Co-hydroxyapatite semiconductor surface,[42] also used in
my work.

Organic polymers: Photocatalysts in this group include carbon nitrides,
π-conjugated polymers, and covalent organic frameworks (COFs).[43–45]
Also called "soft photocatalysts",[43] they are composed of earth-abundant
light elements and are often cheaper and less toxic than inorganic semicon-
ductors while retaining their stability and versatility.[45] They exhibit high
exciton binding energies, which allows for the absorption of a wider spectrum
of light,[46] but hinders charge separation.[47]

The class that I have used in my work are carbon nitrides, consist-
ing of polymeric carbon nitride (PCN), poly(heptazine imide) (PHI), and
poly(triazine imide) (PTI). They have high oxidative and reductive power
and are easily synthesized from inexpensive precursors.[43, 48, 49] Unlike
bulk semiconductors, they are often micro- and nanostructured, as porosity
and surface area can strongly influence their photocatalytic performance.[45]

In my work I have used PCN, also called "melon". It has a complex
structure consisting of heptazine units linked into chains by imide bridges,
but also highly condensed in certain domains.[50] PCN has the most negative
conduction band among carbon nitrides and the widest band gap.[45] When
exfoliated into nanosheets, PCN has a large surface area and its active sites
are better exposed.[51] In addition, exfoliation leads to improved charge
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transfer and increased photocatalytic activity.[52, 53] Another way to modify
PCN is to increase its porosity;[54] mesoporous PCN has a large surface area
(> 400 m2g−1),[55] which leads to improved charge separation and better
light harvesting ability.[53]

It has also been shown that amorphization of PCN leads to enhanced
photocatalytic activity by breaking the intralayer hydrogen bonds, which
improves light absorption and slows down recombination by introducing
shallow intragap states.[56] On the other hand, defect sites can inhibit pho-
tocatalytic performance by introducing deep intragap states that can trap
photogenerated carriers in the material.[45] However, defects in PCN have
also been shown to improve performance by accelerating interfacial charge
transfer.[57] One particular type of defect, nitrogen vacancy, has shown the
ability to separate charges and increase catalytic efficiency by acting as a
trap for photogenerated carriers.[58, 59] The defects in PCN can be intro-
duced by doping with metals or non-metals, which also allows tuning of
the band gap.[49, 60] However, since defects are not always beneficial, the
influence of defects needs to be studied for each particular case.[45]

Metal–organic frameworks (MOFs): MOFs consist of metal clusters
(nodes) coordinated by organic ligands (links) that form a periodic network
in one, two, or three spatial dimensions. They are a broad group of com-
pounds with different possible metal nodes, organic links, pore sizes and
topologies. Their tunability and a band gap range between 1.0 and 5.5 eV
make some of them suitable photocatalysts.[61, 62] However, they are of-
ten expensive, unstable,[63] and have poor conductivity and selectivity.[23]
To optimize their performance, several strategies for their modification have
been proposed, including metal and ligand functionalization, photosensiti-
zation, doping with metallic nanoparticles, and encapsulation.[61]

Quantum dots (QDs): QDs are small clusters of atoms (2–8 nm in size)
at which scale quantum effects become relevant.[23] Specifically, the contin-
uous energy levels in materials become discrete, as in atoms, which changes
the way they interact with light. Because of this, the band gap of QDs can be
tuned by changing their size, and their unique properties make them among
the most attractive materials for future photocatalysis.[23] However, their
instability and surface trapping of photogenerated carriers require them to
be incorporated into composite materials for practical use, such as encapsu-
lation in MOFs and combination with PCN.[64] QD materials can be broadly
divided into the following subclasses:[23] elemental metal QDs, II-VI group
QDs, III-V group QDs, I-III-IV group QDs, and perovskite QDs.
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1.3.2 Useful Processes: The Scope of Heterogeneous Photo-
catalytic Reactions

Having introduced the main classes of photocatalysts, I will now review the
most important processes in science and industry in which photocatalysts
are used.

Water splitting: As the most abundant molecule on the Earth’s surface,
not only non-toxic, but also making up the majority of the mass of living
organisms, water is an ideal resource for sustainable energy. Using photons
with an energy higher than 1.23 eV (wavelength below 1000 nm) and a
suitable catalyst, water can be split into hydrogen and oxygen gases:

2H2O → 2H2 +O2 (1.1)

Hydrogen produced in this way is referred to as "green hydrogen". When
used as a fuel, the only combustion product is water, making it a completely
sustainable fuel.

In photocatalytic water splitting, photogenerated holes in the valence
band (VB) oxidize water in the oxygen evolution reaction (OER):

2H2O+ 4h+ → O2 + 4H+ (1.2)

while electrons in the conduction band (CB) reduce water (or protons, as
shown) in the hydrogen evolution reaction (HER):

2H+ + 2e− → H2 (1.3)

giving the overall reaction as shown in the equation (1.1).
For the process to be feasible, the photocatalyst must have a band gap

greater than 1.23 eV, or more specifically:

• a conduction band maximum (CBM) potential higher than the poten-
tial for HER

• a valence band maximum (VBM) potential lower than the potential
for OER

Since water splitting was first discovered with TiO2, Ti-based catalysts
were the first to be investigated. Further investigation revealed that the
oxides active for water splitting are those of metal cations with either d0

or d10 electronic configurations, since their CBM is often close to or more
negative than the HER potential.[65] However, these oxides often have a
band gap of more than 3 eV due to the VBM located on the O2p electrons of
about 3 V at pH = 0. Further investigations have focused on increasing the
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VBM to narrow the band gap and keep the overpotential as low as possible.
This can be achieved by using oxynitrides due to the more negative potential
of the N2p electrons;[66] by doping the oxides with metals with partially
filled d orbitals to introduce higher occupied electronic states;[67] by adding
metals with filled s orbitals such as Bi.[68] In fact, Bi in BiVO4 makes the
VBM higher but still suitable for OER. However, its CBM is not high enough
for HER and needs to be tuned by doping.[69] Other promising catalysts for
water splitting have been investigated, including CoO,[70] d0 or d10 metal
chalcogenides,[71] carbon nitrides,[49] as well as MOFs.[72]

Band-edge energetics are not the only parameter affecting water split-
ting efficiency. Since water oxidation is a complex process involving the
transfer of four electrons, kinetic factors further increase the overpotential.
These factors can vary widely from catalyst to catalyst, and to gain further
insight, the specific multi-step mechanism of water oxidation for a given cat-
alyst must be considered. Some typical methods to reduce the overpotential
include co-catalyst deposition[73] and surface nanolayer coating.[74]

In the water splitting described above, both HER and OER occur on a
single semiconductor. Alternatively, water splitting can be performed using
a semiconductor with a suitable CBM for HER and coupling it to another
with a suitable VBM for OER,[75] along with an aqueous redox mediator
(or solid electron mediator) to recombine the photogenerated carriers from
the separate catalysts.[65] Such a setup allows the use of semiconductors
with narrower band gaps and light with an energy lower than 1.23 eV, but
requires twice as many photons and is even more kinetically demanding.

Organic synthesis: Photocatalysis can be used in the synthesis of in-
dustrially useful organic compounds such as agrochemicals and pharmaceu-
ticals.[76] Photogenerated carriers from the catalyst are transferred to the
organic molecule (substrate), converting the substrate into a reactive in-
termediate that then undergoes a series of transformations to the desired
product. I will now review some of the classes of photocatalysts introduced
above and discuss their applications in organic synthesis.

Among bulk semiconductors, metal oxides are the most widely used, es-
pecially TiO2.[76] They can be used for oxidation as well as various C–C and
C–X bond formation reactions, including cross-coupling and cyclization.[77]
In addition to TiO2, notable metal oxide catalysts include Bi(III)-based
compounds,[78] ZnO,[79] Nb2O5,[80] and WO3.[81] These compounds are
stable, inexpensive, and nontoxic, but they have a wide band gap, a CBM
potential too high for reduction reactions, and often exhibit poor selectivity
and fast carrier recombination.[77] To mitigate some of these problems, cad-
mium chalcogenides such as CdS and CdSe can be used,[82, 83] since they
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have a narrower band gap and can be easily made into QDs, allowing tuning
of the band edges.[84] It is also possible to use lead halide perovskites such
as CsPbBr3, which has been shown to catalyze disulfide formation.[85]

Another widely used class in organic synthesis are organic polymers. In
particular, carbon nitrides are among the most studied materials for hetero-
geneous photocatalysis.[49, 76, 86] They can be used for selective oxidation
of alcohols to aldehydes and ketones,[87] secondary amines to imines,[88]
sulfides to sulfoxides,[89] alkylarenes to carbonyl compounds,[90] and ben-
zene to phenol.[91] Furthermore, they can be used to catalyze a wide range
of cross-coupling,[86, 88, 92–97] as well as oxidative coupling reactions.[98–
100] They have also been shown to catalyze heterocyclizations,[88, 94, 101–
103] which are particularly important in the production of pharmaceuticals
and agrochemicals.[86, 104] Other subclasses of organic polymers, i.e., π-
conjugated polymers (in particular, conjugated microporous polymers) and
COFs, can also be used for a variety of oxidation, cyclization, and coupling
reactions.[76]

From the previous paragraphs, it can be concluded that the bulk semi-
conductors and organic polymers are the classes of photocatalysts used in
the vast majority of organic transformations. However, MOFs have emerged
as a promising class for reactions involving the generation of reactive oxygen
species. Therefore, MOFs are particularly well suited for oxidation of amines
and oxidative coupling.[76]

CO2 reduction: Converting CO2 into fuels such as methanol is another
sustainable means of energy storage. Combustion of these fuels would pro-
duce CO2, but the net amount of CO2 in the atmosphere would ideally
remain constant. To reduce CO2, another molecule needs to be oxidized,
and a sustainable way to do this is through photocatalytic water oxidation,
as introduced above (equation (1.2)). The process can be done indirectly
by splitting water and producing H2, which then photocatalytically reduces
CO2.[105] However, since it is difficult to reduce CO2 and oxidize water CO2

simultaneously, CO2 is often reduced directly with the electrons coming from
a sacrificial electron donor.[106] Alternatively, as with water splitting, the
semiconductor used for water oxidation can be coupled to another used for
CO2 reduction.[107]

Reduction begins with electron transfer to the CO2 molecule. This is an
energetically demanding process that can be facilitated by the simultaneous
transfer of a proton or by the adsorption of CO2 on the catalyst surface,
which bends the molecule and increases its electron affinity, thereby activat-
ing it.[108] From here, reduction can proceed along several pathways:[106]
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CO2 + 2H+ + 2e− → HCOOH (1.4)
CO2 + 2H+ + 2e− → CO+H2O (1.5)
CO2 + 4H+ + 4e− → HCHO+H2O (1.6)
CO2 + 6H+ + 6e− → CH3OH+H2O (1.7)
CO2 + 8H+ + 8e− → CH4 + 2H2O (1.8)

These pathways, along with the HER (equation (1.3)), make selectivity
a key consideration in catalyst design. The reactions that produce the listed
products involve 2 to 8 electron transfers, making kinetic considerations
important. The reactions are pH dependent, as is the solubility of CO2 (due
to its hydrolysis to HCO−

3 and CO2−
3 ), further complicating selectivity.

The nature of the binding of CO2 to the surface is the first parame-
ter influencing the further mechanism and selectivity. Monodentate binding
through O to a surface metal atom and binding through C to a surface oxy-
gen atom lead to the formation of the •COOH intermediate, while bidentate
binding through O’s to the metal leads to the formate intermediate.[106]
Both can lead to the formation of different products.

TiO2 is the most commonly used photocatalyst for CO2 reduction. How-
ever, its CBM is not negative enough to efficiently reduce CO2, and its
VBM is at a potential high enough to oxidize most organic compounds (in-
cluding the obtained products of CO2 reduction) to CO2.[106] The catalyst
efficiency can be improved by doping or depositing metal nanoparticles ex-
hibiting LSPR.[109, 110] Nevertheless, even bare TiO2 has been shown to
photocatalytically reduce CO2 to hydrocarbons in the simplest reaction se-
tups.[111]

Improvements over TiO2 can be achieved using strategies analogous
to water splitting: Increasing VBM to less oxidative potentials to reduce
the band gap, increasing CBM to ensure that CO2 can be efficiently
reduced, mitigating recombination, and increasing surface area through
nanofabrication.[112] This led to the use of d10 metal oxides,[113] d0

metal (oxy)nitrides,[114] sulfides,[107] phosphides,[115] as well as carbon
nitrides[114] and MOFs.[116]

Other applications: Other notable applications of photocatalysis include
environmental remediation, where it is expected to become the dominant
method in the future,[19] and includes the degradation of organic pollutants
such as dyes, disinfection, as well as the reduction of heavy metals,[117].
Photocatalysis is also used in materials such as self-cleaning glass,[118] where
the photocatalytic nature of the material surface leads to the degradation
of dirt and prevents staining.
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1.4 Understanding Photocatalytic Processes with
Computational Chemistry

The progressive development of computers since the early 20th century has
led to the emergence of computational chemistry as an indispensable aid
to experimental data in the elucidation of photocatalytic processes. Today,
computational models are widely used to explain the underlying mechanisms
of chemical processes and to identify promising catalysts before they are
tested in the laboratory. I will now explore several aspects of modeling
photocatalysis.[119]

1.4.1 Atomistic Modeling

This approach explicitly considers the quantization of matter into atoms
and is concerned with how the interaction of atoms and molecules leads to
the phenomena observed on a larger scale. At the atomistic scale, quantum
mechanical effects become significant, and any attempt to model a system
with as few non-theoretical empirical parameters as possible must employ
a quantum mechanical description of the electrons. This is often done us-
ing Density Functional Theory (DFT), which relies on approximations that
make it less accurate than some other quantum mechanical methods, but
its relatively low computational cost allows simulations of photocatalytic
processes in systems up to a few hundred atoms in size.[119] DFT is also
the main method that I have used in the work covered in this thesis. I will
now describe several different applications of DFT-based atomistic model-
ing. The methods mentioned here are described in detail in the following
chapter.

Geometric structure of the catalyst: Computational simulations are
routinely used to obtain specific information about the geometric structure
of the catalyst. This includes defect formation energies which shed light on
the nature of defects such as dopants and vacancies in the material structure.

Electronic structure of the catalyst: Atomistic simulations are used
to obtain the energies of the band edges, the Fermi level, and the intragap
states, as well as the work functions. These can elucidate the suitability of
the photocatalyst for a given reaction, the nature of the light absorption,
and the electrical conductivity.

Gibbs energies of adsorption: The calculation of Gibbs energies of ad-
sorption is perhaps the most common type of computation that is performed
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in the study of photocatalytic processes. After constructing a suitable model
of the photocatalyst, the study usually proceeds with the adsorption of the
reactants on the catalyst surface. The adsorption energies obtained are used
as an important descriptor that can reveal information such as the active
sites of the catalyst and the most suitable surface facet for the reaction,
as well as the mode of adsorption of the reactants. The study often pro-
ceeds by modeling the adsorption of the reaction intermediates. Obtaining
these parameters is a key step in elucidating the reaction mechanism and
determining catalytic activity and selectivity.

Energy barriers: To obtain the reaction kinetics, it is not enough to
calculate the adsorption energies. Energy barriers for the transition between
different intermediates are also required, and these can be calculated using
a method such as Nudged Elastic Band (NEB).

Excited states: Modeling of the excited states is important for photo-
catalysis, but usually requires more suitable (and computationally expen-
sive) methods than regular DFT, such as Time-Dependent DFT.[120]

Molecular dynamics: While quantum mechanics must be taken into ac-
count when simulating electronic motion, the movement of nuclei can be
simulated with reasonable accuracy using Newton’s second law of motion.
This is emphasized in Ab Initio Molecular Dynamics (AIMD), which models
the evolution of a system over time:

1. At any given moment, the energy of the system and the forces acting
on its atoms are calculated using a quantum chemical method;

2. The atoms are moved for an arbitrarily short time by the forces acting
on them according to classical mechanics;

3. Steps 1. and 2. are repeated as many times as needed.

The simplest molecular dynamics (MD) approach deals with molecules
in their electronic ground state (also called Born–Oppenheimer MD). On the
other hand, non-adiabatic MD, which takes into account electronic transi-
tions, is particularly suitable for photocatalysis,[119] but is computationally
expensive and limited to a few applications.[121]

1.4.2 Continuum Modeling

Another common approach is continuum modeling. It treats matter as con-
tinuous and smooth rather than as a set of discrete particles, making the ap-
proach less accurate but also less computationally expensive than atomistic
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modeling. It is based on solving sets of differential equations and provides
a bridge between atomistic modeling and experiments.[119] In the following
paragraphs I describe some of its applications.

Implicit solvent models: These are coupled with the atomistic models
to include the effect of solvents on the Gibbs energies obtained. In such a
model, the solvent molecules are not explicitly included, but are represented
by a continuum dielectric, which is included by modifying the equations of
the DFT formalism.

Microkinetic models: By entering kinetic constants for the reactions
occurring at the catalyst surface and adsorption energies into the model
based on a set of material balance equations, one obtains the reaction rates
and surface coverage by different species.[122] The input parameters can be
obtained from the atomistic modeling described above.

Multiphysics models: These models are based on solving partial differ-
ential equations (PDEs) that correspond to various physical laws governing
macroscale processes (such as Fick’s laws for diffusion, Poisson’s equation
for electric potential, and the Butler–Volmer equation relating potential to
current density). By inputting the initial concentrations of species, reactor
geometry, sets of desired PDEs, and appropriate boundary conditions, these
models predict the movement and distribution of species throughout the
photocatalytic reactor.[119] Just as the input parameters for a microkinetic
model can be obtained from the atomistic models, the input parameters
for a multiphysics model can be obtained from the microkinetic model in a
so-called "multiscale" approach.[119]

1.4.3 A Note on Machine Learning and the Future Prospects

Machine learning (ML) methods have enabled scientists to extract informa-
tion and find intricate correlations in a system of interest by using large data
sets to "train" an algorithm that predicts parameters of the system with-
out having to perform new direct simulations as described above.[123] In the
context of atomistic simulations relevant to photocatalysis, ML methods can
be used to explore the space of atomic configurations to find materials with
desired properties,[124] create models of atomic structure suitable for fast
computation,[125] calculate the potential energy of complex systems,[126]
as well as obtain accurate excited state properties.[127]

Beyond research in photocatalysis, ML has broader societal implica-
tions,[128, 129] particularly through the development of Artificial General
Intelligence (AGI). AGI systems would have the potential to perform any
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cognitive task beyond human capabilities.[130] Their emergence could lead
to severe socioeconomic disruption[131] and existential risks if not properly
aligned with human values.[132–134] In a 2013 survey of AI experts,[135] the
median estimate for the development of AGI was between 2040 and 2075,
with 18% predicting existentially catastrophic consequences; however, recent
advances suggest that AGI may emerge sooner.[136] This has led numerous
figures in AI and related fields to advocate for prioritizing the mitigation
of risk of extinction from AI alongside other global risks such as pandemics
and nuclear war.[137] However, if AGI safety issues are resolved in time, its
assistance could prove to be the key factor in overcoming problems such as
the global energy crisis.

1.5 Objectives

The goal of this thesis is to develop a systematic atomistic modeling ap-
proach and use it to rationalize different photocatalytic processes. When
modeling each individual process, the aim is to break it down into aspects
of interest and construct an appropriate computational model for each of
these aspects, making sure that the model is consistent with the available
experimental data. After obtaining simulation results with these models, the
aim is to systematize the results into a feasible reaction mechanism. This
systematic approach is presented for three different processes with vary-
ing degrees of complexity and availability of experimental data. To ensure
that the results are reproducible by other researchers, the data for all rele-
vant simulations are uploaded to the ioChem-BD repository, where they are
openly accessible.[138].

1.5.1 Summary of Objectives by Chapter

Chapter 3: Activity, Selectivity, and Stability: Water Oxidation on Bis-
muth Vanadate

The goal is to understand the influence of oxygen vacancies and exposed
surface facets on water oxidation on the BiVO4 catalyst. To achieve this,
I investigate the nature of the vacancies on the BiVO4 surface using DFT
and construct a corresponding model of the catalyst. I then study the oxy-
gen evolution reaction and the hydrogen peroxide evolution reaction on the
catalyst model to elucidate the activity and selectivity. Finally, I study the
stability of the vacancies on the catalyst surface.

Chapter 4: The Influence of Electronic Structure: Oxazolidinone Oxida-
tion on Carbon Nitride
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The aim of this work is to rationalize the experimentally observed photo-
catalytic oxidation of oxazolidinones to oxazolidinediones on a carbon nitride
catalyst. I build the catalyst model based on the experimental observations,
rationalize the necessity of light for the reaction using DFT, and model the
intermediates of two possible reaction pathways to elucidate the mechanism.

Chapter 5: Mixed Catalytic Systems: CO2 Reduction on Co-Doped Hy-
droxyapatite

The goal is to rationalize the experimentally observed photothermal hy-
drogenation of CO2 to CO on a Co-doped hydroxyapatite catalyst. I con-
struct several models of the catalyst to represent systems with different
doping levels and make sure that the model agrees with the experimental
data. I rationalize the light absorption by the modeled systems using the
GW method and model the reactant adsorption on the catalyst using DFT
to elucidate the reaction mechanism on the systems with different doping
levels.
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Chapter 2

Theoretical Background

2.1 Quantum Mechanical Modeling of the Elec-
tronic Structure

In this chapter, I introduce the quantum chemical methods used in my work.
I present the methods without rigorous derivations and proofs of their va-
lidity, which can be found in the respective references. I begin with the
formalism of the quantum mechanics, which is the mathematical foundation
of these methods, but is often neglected by those who merely apply quantum
chemistry. The reader who is unfamiliar with some of the concepts in the
following paragraphs should consult the refs. [139],[140], or [141].

2.1.1 Motivation for the Development of Quantum Mechan-
ics

In the early 20th century, experiments by physicists (such as Davisson
and Germer’s electron diffraction) showed something unprecedented—
phenomena at the smallest scales were found to be fundamentally
probabilistic, which a deterministic theory of classical mechanics could not
explain. A new theory of mechanics was needed—it was called "quantum
mechanics". Classical mechanics views the measurement uncertainty as an
external factor arising from the imperfection of our instruments, which can
be reduced by using more precise ones. The theory of classical mechanics
itself is free of uncertainty and produces exact results. The instruments used
to measure quantum mechanical phenomena cannot be perfect either, but
the crucial difference is that, unlike in classical mechanics, measurement is
integral to quantum mechanical theory and is associated with an inherent,
theoretical uncertainty. Whereas classical mechanics gives a yes-or-no
answer to the question of whether a particle will be found in a volume of a
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given size at a given time (i.e., the probability is either 1 or 0), quantum
mechanics gives a finite probability (i.e., the probability is between 0 and
1). While classical mechanics describes a state of the system as a set of
precise coordinates, quantum mechanics describes it as a set of probability
densities in the whole space, namely the wave function ψ(r, t). The wave
function of a particle is defined in such a way that the probability of finding
the particle in a volume d3r = dxdydz at time t is equal to |ψ(r, t)|2d3r.
Since the probability of finding the particle in the whole space must be
equal to 1, integrating the probability over the whole space must also
equal 1. Therefore, the wave function must be square-integrable. The
space of wave functions F is actually smaller than the whole space of
square-integrable functions (the wave function must also be sufficiently
continuous and infinitely differentiable).[139]

It is easy to show that the space of wave functions F defined above
has the structure of a vector space. This makes linear algebra particularly
suitable for the treatment of wave functions, which is why the formalism
of quantum mechanical theory is often developed in the language of linear
algebra. This also allows us to talk about a general system state (without a
representation within a particular basis set) |ψ⟩ in a Hilbert space E instead
of wave functions in the particular (Cartesian coordinate) representation
ψ(r) = ⟨r|ψ⟩. Now we can develop the formalism.

2.1.2 Postulates of Quantum Mechanics: Formalizing
Physics into a Mathematical Theory

A mathematical theory is a set of propositions (called theorems) expressed
within an underlying logical system. An example of such a theory is
Zermelo–Fraenkel set theory with the Axiom of Choice included (ZFC),[142]
which is the most commonly used foundation of modern mathematics.
It contains an infinite number of theorems expressed in the language of
first-order logic. In order to define the theory, we need to find a way to
implicitly and finitely list all of the infinite theorems contained within it.
This is done by choosing a subset of the theorems (called axioms) from
which every theorem of the theory can be logically derived. In the case
of ZFC, there are infinitely many such sets of axioms to choose from.
The conventionally chosen sets of axioms are those that provide the most
practical value, and one such example for ZFC is the following: Axiom of
Extensionality, Sum Axiom, Power Set Axiom, Axiom of Regularity, Axiom
of Infinity, Axiom Schema of Replacement, Axiom of Choice.[143] If it turns
out that some axioms lead to a logical contradiction within the theory, they
are replaced or fixed in a way that mitigates the contradiction but still
allows for the properties and theorems that we want our theory to have.
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In an analogous way, we develop a physical theory of quantum mechanics
by selecting a set of appropriate axioms (also called postulates) from which
desirable properties and theorems emerge (in the case of a physical theory,
the properties and theorems must be consistent with the experiments). Here
I present such a set of postulates:[139]

1. The state of a system at time t0 is defined by |ψ(t0)⟩ ∈ E. Any
set of collinear vectors in E corresponds to the same physical state,
and therefore the (pure) states are usually represented as unit vectors
(normalized).

2. Every measurable physical quantity A is bijectively mapped
to Â acting on E. The operator Â is Hermitian and its eigenvectors
span the state space E , i.e., it is an observable.

3. The only possible result of measuring A is an eigenvalue of
Â. The measurement results are discrete if the physical quantity in
question is quantized (hence the "quantum" in quantum mechanics).
In this case, the eigenvalue spectrum of the corresponding operator is
also quantized.

4. When the quantity A corresponding to the observable with
a discrete (or a continuous and non-degenerate) spectrum
is measured on a system in the normalized state |ψ⟩ , the
probability P(an) (or dP(α)) of obtaining the eigenvalue an
(or a result between α and α+ dα) is equal to:

P(an) =

gn∑
i=1

|⟨uni |ψ⟩|
2

or:
dP(α) = |⟨vα|ψ⟩|2

Here, gn is the degree of degeneracy of an and { | uni ⟩ } is an arbitrary
orthonormal set of vectors spanning the subspace En associated with
an (and conversely, |vα⟩ is the eigenvector corresponding to α).

5. If the measurement of the quantity A on the system |ψ⟩ yields
the value an, the state of the system after the measurement
is the normalized projection of |ψ⟩ onto the eigensubspace of
A for the eigenvalue an:

|ψ⟩ an==⇒ Pn√
⟨ψ|Pn|ψ⟩

|ψ⟩
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The measurement is said to "collapse" the wave packet. This provides
a way to prepare a system in a perfectly known state: If the observ-
able has no degenerate eigenvalues (or if a complete set of commuting
observables (CSCO) is used in a series of measurements), the system
after the measurement will necessarily be in the eigenstate associated
with the obtained eigenvalue(s) of the observable(s). On the other
hand, if the observables do not share a common eigenbasis (e.g., mo-
mentum and position), the measurement of one will affect the other
(the uncertainty principle). The fact that the measurement fundamen-
tally affects the system has an important implication: The observer is
integral in quantum mechanical theory.∗

6. Evolution of the state |ψ(t)⟩ is determined by the following
equation:

iℏ
d

dt
|ψ(t)⟩ = Ĥ(t) |ψ(t)⟩ (2.1)

This is the quantum mechanical analog of the Newton’s second law:
The Schrödinger equation.[145] As in classical mechanics, the Hamilto-
nian operator, Ĥ, is correlated with the total energy of the system. In
quantum chemistry, however, the Schrödinger equation usually refers
only to a special case where the state |ψ⟩ is time-independent:

Ĥ |ψ⟩ = E |ψ⟩ (2.2)

The time-independent state is an eigenstate of the Hamiltonian and the
corresponding eigenvalue, E, is its energy. We have effectively reduced
the Schrödinger equation to the eigenequation of the Hamiltonian,
which is what I will call it instead of "Schrödinger equation" because
what it describes is conceptually different. The exact solution of the
Hamiltonian eigenequation only exists for certain simple systems, the
most notable of which are the particle in a box, the linear harmonic
oscillator (LHO), and the hydrogen atom. Fortunately, there are often
ways to reduce a more complex problem to one of these, which is the
basis of quantum chemistry.

There are alternative sets of postulates to these, as well as different but
equivalent mathematical formulations of the quantum mechanical theory.
By stating the postulate of the evolution of a quantum state differently, one
can obtain the Feynman’s path integral formulation.[146] The resulting for-
mulation of quantum mechanics is intuitive and shows a clear correlation
between classical and quantum mechanics, and allows for an easy incor-
poration of special relativity. This approach is also useful in many-body

∗Note the similarity to the central role of observer in Kantian epistemology.[144]
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perturbation theory, which is further discussed below as one of the methods
used in my work. If K(2, 1) is defined as the probability amplitude that a
particle arrives at the point in space-time (r2, t2) starting from (r1, t1):[139]

1. K(2, 1) is a sum of infinite partial amplitudes, each corre-
sponding to a single space-time path connecting the two
points.

2. The partial amplitude KΓ(2, 1) corresponding to the path Γ is
determined by:

KΓ(2, 1) = Ne
i
ℏSΓ (2.3)

where N is a normalization constant and SΓ is the action calculated
along Γ:

SΓ =

∫
Γ
L(r,p, t)dt

The Schrödinger equation can be shown to follow as a consequence of these
postulates. The amplitude K(2, 1) is called the propagator, and in the case
of a Hamiltonian that does not explicitly depend on time, it can be expressed
as:

K(2, 1) = θ(t2 − t1)
∑
n

ϕ∗n(r1)ϕn(r2)e
− i

ℏEn(t2−t1)

where ϕn and En are an eigenvalue of the Hamiltonian and its corresponding
eigenstate, and θ(t2 − t1) is the step function equal to 1 when t2 > t1 and
equal to 0 otherwise. Such a propagator satisfies the following equation:(

iℏ
∂

∂t2
−H

(
r2,

ℏ
i
∇2

))
K(2, 1) = iℏδ(t2 − t1)δ(r2 − r1) (2.4)

where ∇2 is a condensed notation for the set of operators { ∂
∂x2

, ∂
∂y2

, ∂
∂z2

}.
In mathematics, the solutions of a partial differential equation of the form
such as (2.4) are called Green’s functions. Such a form is valid only in the
case of a non-interacting system, but in physics, the term Green’s function
is also used for analogous solutions in the interacting case, as in many-body
perturbation theory.

2.1.3 Born–Oppenheimer Approximation: Describing
Chemical Systems

To describe a chemical system, we need to consider both the electrons and
the nuclei. We can write the Hilbert space to which the state of our system
belongs as the tensor product of the subspaces of nuclei and electrons: E =
En ⊗Ee. The state of the whole system, |Ψtot⟩, can then be expressed in the
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basis of tensor products of a nuclear state, |ψn,i⟩, and an electronic state,
|ψe,j⟩:

|Ψtot⟩ =
∑
i,j

cij |ψn,i⟩ ⊗ |ψe,j⟩

However, since the nuclei move much slower than the electrons, we can
assume that the nuclei are fixed point charges at any given moment. This
allows us to consider the motions of the nuclei and electrons separately,
and to ignore any coupling terms in the state of the whole system, which
becomes:

|Ψtot⟩ = |ψn⟩ ⊗ |ψe⟩

For such a system, the Born–Oppenheimer approximation[147] assumes that
the state of the electrons can be treated as quasi-static, which is a conse-
quence of the more general adiabatic theorem.[148] This also allows us to re-
duce the electronic Schrödinger equation to the eigenequation of the Hamil-
tonian. Quantum chemistry is mainly concerned with solving the eigenequa-
tion of the electronic Hamiltonian; the motion of the nuclei is usually treated
within the framework of classical mechanics.

2.1.4 Hohenberg–Kohn Theorems: From Abstract Wave
Functions to Physical Electron Density

In the previous section, we have effectively reduced the quantum mechani-
cal model of the chemical system to the quantum mechanical model of its
electronic structure. The most robust way to model the electronic structure
using quantum mechanics is to consider each electron as an individual parti-
cle in the multi-electron system. However, when the system is in its ground
state, Hohenberg and Kohn’s first theorem allows a further simplification of
this problem:[149, 150]

Theorem 1 In the ground state, the external potential, v(r), is (within a
trivial additive constant) a unique functional of the electron density, ρ(r).

Since the "external" potential (i.e., the potential due to the nuclei), v(r),
uniquely determines the positions of the nuclei, which in turn together with
the number of electrons determine the electronic properties of the system,
Theorem 1 implies that in the ground state there is a bijection between
ρ(r) and all the electronic properties of the system, such as the total energy,
E(ρ). The electron density is a function of only three variables (the spatial
dimensions), making it in principle easier to handle than the wave func-
tion (the state vector as defined above) which explicitly takes into account
each individual electron. However, the theorem holds only for the ground
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state; any particular excited state may have multiple electronic densities
corresponding to the single external potential.[151]

Hohenberg and Kohn’s second theorem provides a general approach to
calculating the total energy as a function of electron density:[149]

Theorem 2 For a system within the external potential v(r), any trial den-
sity ρ̃(r) corresponding to the same total number of electrons maps to a total
energy E(ρ̃) that is not lower than the energy of the ground state, E0.

Given the functional relation E(ρ), Theorem 2 guarantees the possi-
bility to find the electron density of the system by the variational method.†

The total energy functional can be decomposed into the kinetic, the electron-
electron potential, and the nucleus-electron potential energy functionals
(T (ρ), Vee(ρ), Vne(ρ), respectively), of which only Vne(ρ) depends on the
external potential:[150]

E(ρ) = T (ρ) + Vee(ρ)︸ ︷︷ ︸
F (ρ)

+ Vne(ρ)︸ ︷︷ ︸∫
R3 ρ(r)v(r)dr

(2.5)

Using the method of Lagrange multipliers, E(ρ) can be minimized under
the constraint that the number of electrons in the system is equal to N :

δ

(
E(ρ)− µ

(∫
R3

ρ(r)dr−N

))
= 0 (2.6)

Rewriting (2.6) as an Euler–Lagrange equation gives the basic working
equation of the Density Functional Theory (DFT):[150]

µ =
δE(ρ)

δρ(r)
= v(r) +

δF (ρ)

δρ(r)
(2.7)

The Lagrange multiplier µ is the chemical potential. The functional F (ρ)
is independent of v(r) and is therefore a universal functional. Knowing its
explicit form, either exact or approximate, allows the DFT to be applied to
any system, as long as it is in the ground state. However, efficient compu-
tation of the exact form of this functional belongs to the class of Quantum
Merlin Arthur (QMA)-hard problems,[153] of which NP problems are a sub-
set. An algorithm that efficiently computes the universal functional would
therefore prove a claim even stronger than P versus NP equality, meaning

†The formulation of Hohenberg and Kohn’s DFT is valid only for the v-representable
electron densities, i.e., those densities that can be mapped to the antisymmetric ground-
state wave functions of a Hamiltonian dependent on v(r). This is often not the case in
practice.[150] However, modern formulations of the DFT bypass these limitations by not
requiring the density to be v-representable.[152]

41

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



that such computation is probably theoretically impossible. In the follow-
ing sections, I present ways to compute approximate forms of the universal
functional.

2.1.5 Kohn–Sham Equations: Making DFT Usable in Prac-
tice

Before writing down an approximate form of the universal functional, we
can try to break it down into parts that can be expressed exactly, and keep
the approximate part as small as possible. Kohn and Sham did this by
reintroducing one-electron wave functions (orbitals) into the theory through
a system of hypothetical N orthonormal orbitals with a kinetic energy Ts(ρ)
that do not interact but still give rise to the same electron density as the
real system of N electrons with a kinetic energy T (ρ).[154] The universal
functional F (ρ) from (2.5) can be written as:

F (ρ) = Ts(ρ) + J(ρ) + Exc(ρ) (2.8)

where J(ρ) is the Coulomb integral representing the electrostatic interaction
between electrons and the functional Exc(ρ):

Exc(ρ) = T (ρ)− Ts(ρ) + Vee(ρ)− J(ρ) (2.9)

is called the exchange-correlation functional because it includes the exchange
and the correlation interactions between electrons, both of which are quan-
tum mechanical effects. We can now rewrite (2.7):

µ = veff(r) +
δTs(ρ)

δρ(r)
(2.10)

with the effective potential, veff(r), being equal to:

veff(r) = v(r) +
δJ(ρ)

δρ(r)︸ ︷︷ ︸∫
R3

ρ(r′)
|r−r′|dr

′

+
δExc(ρ)

δρ(r)︸ ︷︷ ︸
vxc(r)

(2.11)

In the case of non-interacting orbitals, veff(r) reduces to v(r). Since the
orbitals do not interact, the total Hamiltonian can be decomposed into N
one-electron Hamiltonians ĥs with their eigenequations: −1

2
∇2︸ ︷︷ ︸

T̂ operator

+ veff(r)

 |ψi⟩ = εi |ψi⟩ (2.12)
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After obtaining the eigenstates |ψi(r, s)⟩,‡ the electronic density is cal-
culated as:

ρ(r) =
N∑
i,s

⟨ψi(r, s)|ψi(r, s)⟩ (2.13)

The equations (2.11), (2.12), and (2.13) are collectively called the Kohn–
Sham equations. One can solve them iteratively by plugging a trial density
ρ(r) into (2.11), then the obtained potential veff(r) into (2.12), and the ob-
tained eigenstates |ψi⟩ into (2.13) to obtain a new trial density.§ When the
Kohn–Sham equations are solved self-consistently and the ground-state den-
sity is obtained, the total energy of the system can easily be obtained from
(2.5) and (2.8). However, before we can calculate any of these parameters,
we first need to approximate the exchange-correlation potential, vxc(r). In
the following section, I discuss how to do this.

2.1.6 Exchange–Correlation Functionals: DFT’s Biggest
Obstacle

Finally, we are left with the exchange–correlation functional; a part of the
universal functional F(ρ) that we cannot compute exactly and need to ap-
proximate. A method that is obtained by such an approximation is called a
density functional approximation (DFA).¶ The simplest such approximation
is the Local-Density Approximation (LDA):

ELDA
xc (ρ) =

∫
R3

ρ(r)εxc(r)dr

where εxc(r) is equal to the exchange–correlation functional for the uniform
electron gas of density ρ(r), which can be accurately calculated.[155–158]

The assumption that the exchange–correlation functional is locally the
same as in the electron gas can only be justified in the systems where
the electron density does not change abruptly. This is not true for atoms
and molecules, so a more appropriate approximation has been developed,
the Generalized Gradient Approximation (GGA). A GGA-type functional,

‡The eigenstate technically belongs to the tensor product of the state space and the
spin space. This is implicitly taken into account when talking about spin-orbitals—one-
electron wave functions that also include the electronic spin. Spin is a purely quantum
observable (i.e., it has no classical mechanical analog) that describes an intrinsic angular
momentum of the electron and has two eigenvalues + 1

2
ℏ and − 1

2
ℏ.

§An actual computation would use more optimal algorithms than the trivial iteration
which I used as a proof of concept.

¶In the literature, the methods that use these approximations are often referred to as
DFT rather than DFA, since every practical DFT method uses an approximation to the
density functional.
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EGGA
xc (ρ,∇ρ), is a functional of both the density and its first derivative.

Several such functionals have been developed, such as PBE,[159] which I
used extensively in the work described in some of the following chapters.

The Exc functional is sometimes modified by using the Hartree–Fock
(HF) method[160] to partially calculate its exchange part, Ex, in what is
called a hybrid functional. The correlation part of the functional, Ec, is
calculated completely by DFT since it is ignored by HF. PBE0[161, 162]
is an example of such a functional that contains 25% of the HF-calculated
exchange and 75% of the PBE-calculated exchange. However, the inclusion
of the HF-calculated exchange significantly increases the computational de-
mand. Since PBE has been shown to produce relatively small errors in
the calculation of the long-range exchange interactions, the PBE0 calcula-
tion demand can be reduced somewhat by the means of calculating the HF
exchange contribution only in the short-range exchange interactions. This
leads to the HSE06 functional,[163] which I have used in my work to com-
pute the energies of unoccupied electronic states in the materials, since the
"pure" GGA functionals tend to underestimate their energies.[164]

2.1.7 Motion of Nuclei: Classical and Quantum Mechanics
Combined

It was noted above that the motion of nuclei is treated using classical me-
chanics. More precisely, if the forces acting on each atom are known, their
motion is determined by Newton’s second law of motion. However, the forces
themselves are calculated using quantum mechanics, through the Hellmann–
Feynman theorem:[165]

∂E

∂λ
=

〈
ψ

∣∣∣∣∣ ∂Ĥ∂λ
∣∣∣∣∣ψ

〉
(2.14)

where λ is a parameter specifying nuclear positions.‖

The forces obtained in this way can be used to calculate the time evolu-
tion of the system of interest in AIMD, but they can also be used for geome-
try optimization, i.e., finding a local minimum of the function of energy with
respect to atomic coordinates—the Potential Energy Surface (PES). There
are several computational algorithms that can be used for this purpose; the
ones I used are RMM-DIIS[166] and the conjugate gradient algorhitm.[167]
The RMM-DIIS algorithm is faster than the conjugate gradient when the
system is close to its optimal geometry, but less stable otherwise.[168]

‖The equation (2.14) is presented in the general form and can be easily adapted to
Kohn–Sham DFT.
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2.1.8 Electronic Structure Calculations in the Solid State

Solid-state materials, such as those studied in this work, are locally periodic
(i.e., they have a structural pattern called a supercell that repeats many
times through space). To model these systems, it is convenient to consider
an infinitely repeating potential through a supercell equipped with the pe-
riodic boundary conditions.[169] According to the Bloch’s theorem,[170] the
Hamiltonian of such a system will have plane waves as eigenstates, which
can be represented in the form of a wave function:[171]

⟨r|ψ⟩ = ψ(r) = eik·ruk(r) (2.15)

where k is the wave vector associated with the crystal momentum and uk(r)
is a periodic function with the same periodicity as the external potential.
In practice, for periodic systems, it is often easier to solve the Kohn–Sham
equations in the k-basis than in the r-basis.[172]. Since the r-vector space
(real space) is periodic in these systems, the k-vector space (also called
reciprocal space) is also periodic, and its Voronoi decomposition gives unit
cells called Brillouin zones. The periodicity of the reciprocal space allows the
system to be completely described by a single Brillouin zone, conventionally
the first Brillouin zone, which contains the origin of the k-space (also called
the Γ-point). One of the practically important consequences of describing a
system in the k-space is that the longer an axis of the real-space unit cell of
the system is, the shorter the corresponding axis of the Brillouin zone will
be. This means that for a large system, the k-space can be sampled with
fewer points (k-points) to accurately describe the system, and vice versa.
Similarly, if the system is non-periodic in the x-direction in real-space, the
wave function component in the x-direction will be completely described by a
single k-point. For any other (periodic) direction with finite unit cell length,
it is often necessary to choose various k-points. Monkhorst and Pack have
developed a method[173] that generates an optimal set of k-points based on
the input number of k-points in each spatial direction, which is the method
of choice for the work I present in this thesis.

The periodic function uk(r) can be written in the exponential form:

uk(r) =
∑
G

cGe
iG·r

This allows us to write the wave function for a single k-point, ϕk(r), as:

ϕk(r) =
∑
G

ck+Ge
i(k+G)·r (2.16)

For each k-point, the summation is performed over values of G. The square
norm |k+G|2 is proportional to the kinetic energy of the state. In a practical
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calculation, only the plane waves with a kinetic energy below a certain energy
cutoff are included in the basis set, neglecting the states with sufficiently high
kinetic energies.

In practical DFT simulations, there are additional approximations and
methods that I have used extensively in my work, but will not discuss in de-
tail. One example is the Projector-Augmented Wave (PAW) method,[174]
which "smooths out" the rapidly-oscillating wave functions near the ion
cores, thereby greatly speeding up the calculation of the Kohn–Sham equa-
tions. Another such approximation is a smearing function, which describes
the occupation of the Kohn–Sham states with a smooth function, as is nec-
essary for the convergence of the self-consistent calculation.

Since the total energy is not necessarily a functional of the electron den-
sity for the system in an excited state, DFT methods can only be accurate for
periodic systems in the electronic ground state. Furthermore, as mentioned
above, DFT often underestimates the energies of the unoccupied electronic
states. Both of these problems can be avoided in simulations of periodic
systems by using a computationally expensive but practically feasible GW
method.[175] The many-body interacting system of interest can be repre-
sented by a set of self-consistent equations, called Hedin’s equations, which
are developed from the many-body perturbation theory through the path
integral formulation of quantum mechanics, as introduced in 2.1.2. Hedin’s
equations are formally exact, but to be computationally feasible, they are
approximated by the following set of equations:[175, 176]

G(1, 2) = G0(1, 2) +

∫
G0(1, 3)Σ(3, 4)G(4, 2)d(3, 4) (2.17)

χ0(1, 2) = −iG(1, 2)G(2, 1) (2.18)

W (1, 2) = v(1, 2) +

∫
v(1, 3)χ0(3, 4)W (4, 2)d(3, 4) (2.19)

Σ(1, 2) = iG(1, 2)W (1+, 2) (2.20)

The propagators in these equations describe quasiparticles (QPs) that are
created when an external perturbation is applied to the system. G is the
Green’s function of a fully interacting QP expanded in a Dyson series into G0

(the Green’s function of a non-interacting QP) and Σ (the energy resulting
from the interaction of the QP with its environment, i.e., the self-energy).
χ0 is the irreducible polarizability, which, together with the bare Coulomb
interaction v, is a term in the Dyson series expansion of the full (reducible)
polarizability in the exact Hedin’s equations. W is the effective (screened)
Coulomb interaction, also expanded in a Dyson series in (2.19). The space-
time point 1+ represents an infinitesimal increment to 1. In (2.20), the self-
energy is calculated using only the propagators G and W , which give the

46

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



GW approximation its name. In practice, the initial guess for Σ is obtained
from the energies of the Kohn–Sham orbitals and the self-consistent cycle is
performed until the Hedin’s equations are satisfied. Further simplifications
are often made by requiring self-consistency only in certain quantities, such
as QP energies or G. The reader interested in the derivation of the formalism
is advised to consult the ref. [176], which also covers various practical aspects
of using the GW method.

2.2 Modeling Photocatalytic Processes

In the following paragraphs, I introduce some key theoretical concepts used
in photocatalysis. Together with the methods introduced above, they allow
us to describe most chemical systems. A black box method would, in princi-
ple, allow one to represent a chemical structure of interest as a set of atomic
coordinates, write down its Hamiltonian, and proceed to obtain the values
of any observable, as well as its evolution over time. As the equations for a
large system get complicated, the aid of a computer is required. However,
due to practical limitations, it would still not be feasible to perform such a
computation for all but the simplest of systems. In a more realistic example,
instead of obtaining all the properties of the system from a single complete
model, one constructs a model with respect to a subset of the aspects of the
system, making necessary approximations along the way. Constructing such
a model is the key task of the computational chemist, while the key skill
is recognizing which approximations are appropriate in that model. This
section contains some of the methods that have been particularly useful in
constructing appropriate models for the photocatalytic systems that I have
studied in my work.

2.2.1 Reaction Thermodynamics and Kinetics

Reaction thermodynamics and kinetics are the defining features of any cat-
alytic process. They determine the most important properties of a catalyst:
Activity, selectivity, and stability. Depending on the context, thermodynam-
ics and kinetics can be considered for the individual reaction steps or for the
net reaction. The properties of the net reaction result from the properties
of the individual steps, so in this section, I consider thermodynamics and
kinetics in the context of the individual steps.

Reaction thermodynamics is concerned with the equilibrium between
the reactants and products. The equilibrium position is determined by the
Boltzmann distribution of the reactant and product states with respect to
the Gibbs energy difference, ∆G, between them. If ∆G of a reaction is
negative, the reaction is exergonic and spontaneous, and if it is positive, the
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reaction is endergonic and not spontaneous. At constant temperature T and
pressure p, the Gibbs energy change can be expressed as:

∆G = ∆E +∆EZPV + p∆V − T∆S (2.21)

where E is the electronic energy, EZPV is the zero-point vibrational energy,
V is the volume of the gas phase, and S is the entropy. The calculation of
the electronic energy has been thoroughly described in the previous sections.
Now I will describe the calculation process for the other terms.

EZPV represents the eigenstate of the quantum LHO Hamiltonian at 0
K. It can be expressed as:

EZPV =
h

2

∑
i

νi

where νi are the vibrational frequencies of the system. These can be cal-
culated by treating each chemical bond as a linear harmonic oscillator and
modifying the bond lengths, calculating the energies of the resulting systems,
and obtaining the frequencies from the energy vs. bond length dependence.

The term p∆V is relevant for gases and can be calculated from the ideal
gas approximation:

p∆V = kBT∆N

where N is the number of gas particles. However, this term is usually ne-
glected due to its small relative contribution.

The total entropy can be decomposed into translational, rotational, and
vibrational components. The calculation of these components is system-
specific and is described in the statistical thermodynamics literature.[21]
When there are multiple possible microstates to consider, the configuration
entropy should be taken into account and can be calculated using the Gibbs
entropy formula:

S = −kB
∑
i

pi ln(pi)

where pi is the probability that the system is in the i-th microstate.
While the reaction thermodynamics is concerned with the Gibbs en-

ergy change between the reactants and the products, the reaction kinetics
is concerned with the energy of the transition state between the reactants
and the products (i.e., the energy barrier). The geometry (and therefore
the energy) of this state can be calculated using the Nudged Elastic Band
(NEB) method.[177, 178] In this method, a set of multiple system geome-
tries (images) between the initial (reactant) and the final (product) states
is hypothesized. This set forms a path (band) along the PES. If the band
follows the minimum energy path (MEP) along the PES, the perpendicular
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forces acting on the band at any point equal zero. The set of images is iter-
atively optimized to minimize the perpendicular (real) force acting at each
image, as well as the additional (fictitious) force acting parallel to the band
between any two adjacent images. The parallel force is added so that the
images remain separated along the band. The image with the highest en-
ergy is often made to "climb" along the band (Climbing Image NEB)[179] by
making it unaffected by the parallel force and maximizing its energy along
the band. After the iterations converge, the highest-energy image is the
transition state. This can be further confirmed by calculating its vibrational
frequencies and making sure that exactly one frequency is an imaginary
number (this is the consequence of the corresponding vibration decreasing
the energy of the system). This vibration moves the image along the MEP.
Any other frequency is a real, positive number, because the transition state
is a saddle point on a PES.

2.2.2 Computational Hydrogen Electrode: Elucidating the
Energy of Charge Carriers

Photocatalytic processes involve the transfer of charged species. To obtain
the thermodynamic and kinetic parameters of such a process, we need to
model the charged species. The simplest charged chemical species are the
proton (H+) and the electron (e−), and their mutual transfer, the proton-
coupled electron transfer (PCET), is the fundamental electrochemical step
in any protic solvent (such as water). To obtain the ∆G of a PCET, we need
the chemical potential, µ, of the proton and the electron.[180] The chemical
potential of a particle i is the quantity from the equation (2.7) and can also
be correlated with the Gibbs energy:[21]

µi =

(
∂G

∂Ni

)
T,p,Nj ̸=i

(2.22)

where Ni is the number of particles i. The chemical potential of a proton
can be expressed as:

µH+ = µ◦H+ + kBT ln aH+ (2.23)

where aH+ is the activity of protons in the aqueous solution and µ◦H+ is µH+

at the standard conditions (T = 273.15 K; p = 1 bar; aH+ = 1). Similarly,
the chemical potential of an electron can be expressed as:

µe− = µ◦e− + eUSHE = µ◦e− + eURHE − kBT ln aH+ (2.24)

where e is the elementary charge and U is the electrode potential against
the standard hydrogen electrode (SHE) or the reversible hydrogen electrode
(RHE).
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However, it is not practically easy to obtain µ◦H+ and µ◦e− using a periodic
DFT method, since the Gibbs energies of charged systems depend linearly on
the size of the supercell.[181] To overcome the problem, we need to approach
the models indirectly. In the case of PCET, we can do this through the
computational hydrogen electrode (CHE) approach.[182] Let us consider the
hydrogen evolution reaction (HER):

2H+ + 2e− ⇄ H2(g) (2.25)

Since the standard electrode potential, E◦, for any half-reaction is de-
fined as its electrostatic potential with respect to molecular hydrogen oxi-
dation at standard conditions,[183] the E◦ for (2.25) is equal to 0. E◦ is
related to its standard Gibbs energy of the reaction, ∆G◦:

∆G◦ = −zFE◦ (2.26)

where z is the number of electrons transferred in the reaction and F is the
Faraday constant. By definition, ∆G◦ of the reaction 2.25 is equal to 0,
which allows us to correlate the standard chemical potentials of the proton
and electron with the standard chemical potential of molecular hydrogen,
which we can calculate with DFT:

µ◦H+ + µ◦e− =
1

2
µ◦H2

(2.27)

Combining the equations (2.23), (2.24), and (2.27), we get the way to cal-
culate the sum of the chemical potentials of the proton and the electron:

µH+ + µe− =
1

2
µ◦H2

+ eURHE (2.28)

Note that this approach allows us to model only the reactions where the
proton and electron transfers are coupled (PCET), but not the individual
proton or electron transfers. If the proton and electron transfers are not
coupled, a different approximation method should be used.

2.2.3 Grand-Canonical Density Functional Theory: Obtain-
ing Energies at an Applied Potential

The CHE method described above allows us to include the effects of applied
potential and pH through the eURHE term. The Gibbs energies of reactants
and products are still obtained by the DFT models, which assume electri-
cally neutral supercells. However, at certain potentials and pH values, the
real systems are not neutral, and the Gibbs energies obtained by DFT are
not accurate. To obtain accurate energies at a given electrode potential,
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Grand-Canonical Density Functional Theory (GC-DFT) is used.[184] In the
grand canonical ensemble, the number of particles in the system is not held
constant. In GC-DFT, the system is modeled in multiple states, each with a
different total number of electrons resulting from different applied potentials
U . The G of the system can be approximately expanded to a second order
in terms of the capacitance C:[185]

G(U) ≈ G(U0)−
1

2
C(U − U0)

2 (2.29)

where U0 is the work function of the surface (i.e., the work required to
remove an electron from the surface).

The influence of a polar solvent (such as water) on the Gibbs energies of
these electrically charged systems can be significant, so the implicit solvent
model is often employed used in conjunction with GC-DFT. Since the peri-
odic DFT models require the supercell to be uncharged, the countercharges
are also introduced into the solvent model in various ways. One of these
is the linearized Poisson–Boltzmann equation, which allows the GC-DFT
method to be applied to systems with an electronic band gap.[185]

2.2.4 General Computational Details

Here I describe the general methodology that I used in my work. Any mod-
ifications and additional methods used in the specific projects are discussed
in the corresponding chapters.

For the DFT simulations, I used the Vienna Ab initio Simulation
Package (VASP).[186, 187] The density functional explicitly included
spin wave functions (i.e., spin polarization), and the exchange–correlation
functional used was PBE.[159] Inner electrons were represented by the
PAW method.[174] The Brillouin zone was sampled sampled using the
Monkhorst–Pack method.[173] The electronic energy was considered con-
verged if the energy difference between the two subsequent steps was less
than 10−6 eV. The geometry relaxation was considered converged when the
forces acting on each atom allowed to relax were less than 0.01 eV/Å.
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Chapter 3

Activity, Selectivity, and
Stability: Water Oxidation on
Bismuth Vanadate

In this chapter, I show how computational chemistry can be used to ex-
plore the catalytic activity, selectivity, and stability in a given system, using
bismuth vanadate (BiVO4) as an example. The results presented in this
chapter have been published in ref. [188]. All figures are adapted from the
publication unless otherwise noted.

3.1 BiVO4: Photocatalytic Application and Struc-
ture

3.1.1 Overview of BiVO4 as a Water Splitting Catalyst

In recent years, bismuth vanadate (BiVO4) has emerged as one of the most
promising catalysts for photocatalytic water splitting[26, 189, 190] due to its
properties as a ternary oxide and n-type semiconductor, which make it well
suited for use as a photoanode material for the oxygen evolution reaction
(OER). In its monoclinic scheelite form, BiVO4 has demonstrated an impres-
sive half-cell solar-to-hydrogen theoretical efficiency of 8.1%.[191] Despite
these advantages, the electron conductivity and water oxidation kinetics of
unmodified BiVO4 remain suboptimal, limiting its practical application as
an OER catalyst.[189] As a result, various strategies have been proposed to
modify BiVO4 photoanodes to overcome these challenges.[192–194]

In addition to its application as a photoanode material for the OER,
BiVO4 has been shown to catalyze the hydrogen peroxide evolution reac-
tion (HPER),[195, 196] consuming water to produce H2O2 in the presence
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of bicarbonate electrolyte or when modified with various materials.[197–199]
HPER has a standard electrode potential of 1.78 V vs. Standard Hydrogen
Electrode (SHE),[200] and BiVO4 has been proposed as a potential photo-
catalyst for HPER production as a sustainable alternative to the conven-
tional anthraquinone oxidation process using toxic precursors and organic
solvents.[201, 202] H2O2 has numerous applications in the chemical indus-
try, water treatment, metal processing, and as a bleach or oxidant,[201, 203]
highlighting the need to better understand the selectivity of photocatalytic
HPER with respect to the competing OER if it is to be industrially viable.

3.1.2 The BiVO4 Structure

To study water oxidation on BiVO4 using computational chemistry methods,
we first need to describe its structure. In its monoclinic scheelite polymorph,
a nanocrystal of BiVO4 contains different surface facets (Figure 3.1), with
the (001) and (011) facets accounting for 99.3% of its total surface area.
The (101) facet is considered identical to the (011) facet due to their sim-
ilar morphologies and surface energies (in this work, the surface facets are
labeled in the body-centered, I2/b setting, which is convenient for simula-
tions).[204, 205] The facets (001) and (011) exhibit significantly different
properties,[206–208] and both must be considered when studying the overall
water oxidation reaction on BiVO4.

Figure 3.1: The equilibrium morphology of monoclinic scheelite BiVO4 as
predicted from the calculated surface energies. The figure is adapted from
ref. [204].

The surfaces of BiVO4 often contain structural defects,[209] the most
common of which are oxygen vacancies (VOs).[210] The VOs in semicon-
ductors can improve the conductivity and charge separation efficiency as
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shallow n-type donors.[211, 212] They can also enhance visible light ab-
sorption by narrowing the band gap and improve charge transfer with the
electrolyte.[213] However, VOs can negatively affect OER efficiency by acting
as electron–hole recombination centers[214, 215] or by trapping photogener-
ated species and inhibiting charge transfer.[216, 217] Research suggests that
while the detrimental effects originate from the bulk vacancies, the benefi-
cial effects may originate from the surface vacancies of a semiconductor.[218–
220] In BiVO4, the VO significantly alter its geometric[221] and electronic
structure,[222–224] thereby affecting the water oxidation mechanism.

The (001) surface facet of BiVO4 has been extensively studied and it
has been shown that vacancies on this facet can significantly enhance photo-
catalytic water oxidation.[225] The most commonly studied vacancies arise
from the removal of an oxygen atom from a VO3−

4 unit, leaving a cavity
containing two excess electrons without significant change in the local struc-
ture. This type of defect is localized on a single vanadium atom and is
therefore called a localized vacancy (V loc

O ; Figure 3.2a). The two electrons
left by the removal of a neutral oxygen atom also remain localized at the
vacancy site. Another type of oxygen vacancy, known as a split vacancy
(Vsplit

O ), has been found in the bulk and on the (001) facet of BiVO4.[223,
224] In this type of defect, the local structure is altered when the oxygen
atom is removed; the atoms move from the V loc

O state so that an oxygen atom
from a neighboring VO3−

4 unit forms an oxo bridge with the vanadium on
which the vacancy was created (Figure 3.2b). The vacancy is thus shared
between two neighboring vanadium atoms, unlike in V loc

O . While both V loc
O

and Vsplit
O have similar formation energies in the bulk, the Vsplit

O in the (001)
subsurface layer is about 1 eV more stable than V loc

O , which undergoes an
almost barrierless transition to Vsplit

O .[223] The different electronic structures
of the two vacancy types may also have a significant impact on the catalytic
mechanisms and selectivity of BiVO4 by affecting the conductivity of the
material and its ability to separate charges efficiently.
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Figure 3.2: V loc
O (a) and Vsplit

O (b) in bulk BiVO4. The figure is adapted from
ref. [223].

3.1.3 Vacancies on the (011) Surface Facet

Before modeling water oxidation on BiVO4, I investigated the nature of VOs
on the (011) facet. This was done in the same way as for the (001) facet
in the ref. [223]. First, I modeled the V loc

O s at 12 different positions in the
(011) surface slab, as shown in Figure 3.3a.
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Figure 3.3: Surface slabs of the (011) (a) and (001) (b) surface facets, as
modeled in this work, with different localized vacancy positions investigated
for the (011) facet. "Fixed layer" represents atoms that were kept frozen
during geometry optimization. Color code: Bi, V, and O are shown in green,
yellow, and red, respectively (visualized with VESTA).[226]

The vacancy formation energy, ∆Ef , was calculated for each system ac-
cording to:

∆Ef =
1

2
EO2 + Eslab

vac − Eslab
prist (3.1)

where EO2 , Eslab
vac , and Eslab

prist are the DFT electronic energies of O2, the
surface slab with vacancy, and the pristine surface slab, respectively. Of
the 12 positions investigated, a V loc

O was successfully obtained in 7, while 6
did not converge to the desired state. The formation energies are shown in
Figure 3.4. In the remaining systems, the structure converged to a different
geometry during optimization. The results show that the vacancies are more
stable near the surface.

The most stable Vsplit
O was obtained between the V atoms in the atomic

layer close to the surface (V1 and V2 in Figure 3.3a). The ∆Ef for this
system was 3.61 eV, implying that the split vacancy is ∼ 0.6 eV more stable
than the most stable V loc

O . In the water oxidation modeling, such a system
was used as the model of the vacancy-containing (011) surface facet, along
with the (001) facet (Figure 3.3b).
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Figure 3.4: The ∆Ef of V loc
O s at different positions in the (011) facet, calcu-

lated with respect to the energy of O2 in the gas phase.

3.2 Activity: Oxygen Evolution Reaction

Having built the model of BiVO4, we can now proceed to study its water
oxidation performance, starting with the catalytic activity. For this, I have
chosen the electrocatalytic OER as the model reaction, which is the main
process that takes place at the anode at the applied potentials up to 1.8 V
vs. RHE:

2H2O → O2 + 4H+ + 4e− (3.2)

We can assess the activity of the catalyst through the applied potential
required to achieve the OER. In the ideal system, the applied potential will
be 1.229 V vs. SHE under standard conditions.[21] Since the OER involves
a transfer of four protons and four electrons, we can divide the whole mecha-
nism into four single-PCET-containing steps (PCET steps), each containing
one PCET, and calculate the energies of the steps using the DFT-calculated
energies of the involved systems within the CHE formalism (at pH = 0).[182,
208] The PCET step with the highest Gibbs energy increase determines the
required potential, and is called the potential-determining step (PDS). The
accuracy of this approach was confirmed by benchmarking using a modi-
fied PBE0 functional with 10% HF-calculated exchange[223] as well as with
GC-DFT at an applied potential of 1.6 V vs. RHE.[188]

In BiVO4, there are two possible OER mechanisms described in the
literature,[227] shown in Figure 3.5 as pathway A (expected for the pristine
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(001) facet) and B (expected for the pristine (011) facet). I have modeled
both of these mechanisms on the (001) and (011) surface facets, both pristine
and with vacancy. The primary difference between these pathways is the
presence of a peroxo bridge between Bi and V atoms (intermediates 2a–
4a) in pathway A, whereas pathway B involves a surface-adsorbed OOH
group (intermediates 3b and 4b). The HPER pathway shares a common
starting point with the OER pathway B—intermediate 3b is present in both
mechanisms and contains an OOH group in close proximity to a hydrogen
atom. Instead of continuing the oxidation to the intermediate 4b, hydrogen
peroxide evolves directly from 3b. An alternative HPER mechanism (not
shown) involves the oxidation of another water molecule in the intermediate
1, resulting in the formation of an OH group on a neighboring Bi atom
instead of the oxo group in the intermediate 2b. The two OH groups then
combine indirectly through another water molecule between them to form
hydrogen peroxide (they are too far apart to combine directly). The barrier
for this process is 1.0 eV, as calculated by NEB. In the publication [188], I
showed that this mechanism is less efficient than the main pathway, and I
do not consider it in this thesis.

Figure 3.5: The different mechanistic pathways of water oxidation on BiVO4.

From the data obtained, the reaction profiles are constructed and shown
in Figure 3.6. The proposed mechanism for the pristine (001) facet for
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OER pathway A,[227] shown in blue, is much less efficient (∆GPDS = 2.4
eV) compared with the mechanism that occurs on the (001) facet with a
Vsplit
O , following OER pathway B, shown in red (∆GPDS = 1.6 eV). The

presence of the oxygen vacancy particularly affects the first PCET step,
which is the PDS for the pristine system, reducing its energy by almost 2
eV. This step involves the removal of hydrogen, which is more efficient in all
reaction steps that take place on a surface with a vacancy. The additional
electrons introduced by the vacancy occupy high energy states within the
band gap[223] and are easily removed, facilitating the PCET. Therefore, the
subsurface split vacancies, similar to V loc

O s localized in the surface layer,[213]
enhance the OER efficiency on the (001) facet, as observed in recent exper-
imental data showing that the vacancy-rich (001) surface facet significantly
improves the OER efficiency[225] and oxygen evolution kinetics.[228]

Figure 3.6: Gibbs energy profile of the OER on BiVO4. Blue, OER pathway
A; red, OER pathway B; brown, OER pathway HV. The optimal mechanisms
(the lowest PDS) are represented by a thicker line. The pathway HV is
discussed in Section 3.4.

The analogous simulations were performed for the OER on the (011)
facet (Figure 3.6). For the pristine (011) facet, the most efficient OER
pathway (pathway B, in red) was obtained as in ref. [227] with the second
step being the PDS (∆GPDS = 2.1 eV). However, when a vacancy was intro-
duced, the OER efficiency was reduced compared with the pristine surface
(shown in blue, ∆GPDS = 3.4 eV), in contrast to the results for the (001)
facet. Comparing the OER between the (001) and (011) facets, we see that
the OER is easier on the (001) facet because the PDS is lower in energy (1.6
eV, with vacancy) than on the (011) facet (2.1 eV, pristine). Both reactions
follow pathway B, implying that the OER pathway A does not occur on
either facet of BiVO4.
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3.3 Selectivity: Hydrogen Peroxide Evolution Re-
action

In the context of my work, the selectivity is studied by comparing the cat-
alytic activities with respect to different products. At the potentials higher
than 1.8 V vs. RHE, alongside the OER, the HPER can occur:

2H2O → H2O2 + 2H+ + 2e− (3.3)

When studying HPER on BiVO4, I considered a total of four systems,
namely the (001) and (011) surface facets, both with and without vacancies
(Figure 3.7). Among them, the preferred mechanism occurs on the pristine
(011) facet, where the first step is the most favorable (PDS of 2.1 eV).∗

Figure 3.7: Gibbs energy profile of the HPER on BiVO4. The optimal
mechanism is represented by a thicker line.

The HPER on the pristine (011) facet is the second most energetically
favorable water oxidation reaction on BiVO4 (the most favorable overall is
the OER on the (001) facet with Vsplit

O with the PDS of 1.6 eV). This reaction
has an equivalent PDS to OER on the same surface facet (Figure 3.6).
However, the second PCET step of the HPER, which ultimately produces
hydrogen peroxide (∆G = 1.4 eV), is less energetically demanding than the
second PCET step of the OER, which stops at the intermediate 2b formation

∗It has been shown that the PDS for HPER on the (111) surface facet is slightly lower
(2.0 eV).[229] As explained above, I did not include this facet in my analysis due to its
small relative surface area.
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(∆G = 2.0 eV). This suggests that the (011) facet is more favorable for
HPER than for OER.

The results further indicate that oxygen vacancies in the subsurface en-
hance the oxygen evolution efficiency, while HPER is more favorable on the
pristine material. These theoretical predictions are in agreement with recent
experiments,[230] which have shown that V2O5-treated BiVO4, with a lower
amount of oxygen vacancies than the untreated material, favors HPER over
OER. The water oxidation activity and selectivity on the four considered
systems are summarized in Figure 3.8.

Figure 3.8: The energies of the potential-determining steps for the water
oxidation reaction on BiVO4, with the most favorable reactions indicated
by thick arrows.

3.4 Stability: Vacancy Hydration

Like any other catalyst, BiVO4 is subject to irreversible chemical changes,
especially under harsh conditions. In particular, the high potentials required
for water oxidation can oxidize the surface vacancies, which are critical for
reaction activity and selectivity, as discussed above. The Pourbaix diagram
of vacancy stability with respect to water oxidation (Figure 3.9) shows
that vacancies are thermodynamically unstable at potentials much lower
than those required for water oxidation. However, during synthesis at ele-
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vated temperatures, defects such as Vsplit
O form in the material and become

kinetically trapped after cooling, demonstrating the metastable nature of
oxygen vacancies derived from the synthesis protocol.[231] In BiVO4, the
VOs were found at 1.23 V vs. RHE at pH 9.5,[232] as well as 1.8 V vs.
RHE at pH 8.3.[230] Under these conditions, the formation energies of Vsplit

O

with respect to water can reach up to 4.4 eV on the (001) facet and 4.2 eV
on the (011) facet. It is worth noting that the applied potentials required
for HPER and OER are typically lower during photocatalysis, where light
contributes most of the voltage. For example, anodic HPER was found to
initiate at potentials lower than 1 V vs. RHE,[195] which is lower than the
theoretical potential needed for this reaction to occur.

Figure 3.9: The Pourbaix diagram comparing the equilibrium potentials for
Vsplit
O formation and water oxidation. The Vsplit

O on the (001)/(011) facet
is stable in water in the region below the purple/yellow line. On the other
hand, OER/HPER occurs in the region above the red/green line.

However, since the selectivity might be tuned towards HPER by oxi-
dation of the vacancy, it is worth investigating how the vacancy could be
oxidized in principle. Vacancy oxidation by water could start by refilling the
vacancy with a water molecule, i.e., the vacancy hydration (Figure 3.10a).
The resulting structure (hydrated vacancy) resembles a pristine surface, but
the additional hydrogen atoms adsorbed on the surface oxygens provide the
two extra electrons characteristic of the systems with a vacancy. The hy-
drated vacancy is similar in stability as Vsplit

O , but kinetically, it should be
much easier to oxidize because the surface hydrogen atoms can be readily
removed. Since bicarbonate ions are required for efficient H2O2 evolution
on BiVO4,[195, 197, 198] it is possible that they play a role in restoring
the pristine surface by lowering the energy barrier for vacancy hydration,
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which in turn shifts the selectivity toward H2O2. This hypothesis could be
tested experimentally by checking whether a small amount of H2 evolves
when the catalyst is immersed in the bicarbonate solution, but not when it
is immersed in water. With a bicarbonate solution, one H2 molecule should
evolve for each hydrated vacancy without an applied bias (this process is
exergonic according to Figure 3.6).

The presence of hydrated vacancies allows for a different OER mechanism
to occur on BiVO4 (Figure 3.10b), where the hydrated vacancy is oxidized
to a pristine surface and the reaction continues along the OER pathway A or
B until the intermediate 2a or 2b is reached. From here, O2 evolves directly
and the system with the vacancy is restored. Figure 3.6 shows that this
HV pathway is suboptimal on both surface facets due to the large energy
needed to reintroduce the vacancy. However, the favorability of the first two
PCET steps in these pathways illustrates the thermodynamic feasibility of
vacancy oxidation.

Figure 3.10: Vacancy hydration (a) and the HV OER pathway (b).
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3.5 Conclusions

In this chapter, I have explored the activity, selectivity, and stability of
the BiVO4 catalyst in the water oxidation reaction with a computational
chemistry framework using DFT. I have discussed the nature of the oxygen
vacancies on the (011) surface facet. As in the (001) facet, the split vacan-
cies were found to be more stable than their localized counterparts. After
constructing the appropriate models for the systems with and without va-
cancies, I have simulated the water oxidation on BiVO4. The results show
that the material with vacancies favors OER, while the pristine material is
more favorable towards HPER. The OER on the (001) facet with a vacancy
was shown to be the most favorable reaction on BiVO4 starting at a poten-
tial of 1.6 V vs. RHE. The second most favorable reaction is HPER on the
(011) facet with an onset potential of 2.1 V vs. RHE. The accuracy of the
energies from which these data were obtained was confirmed by PBE0 and
GC-DFT approaches.

In addition, a new vacancy type (hydrated vacancy) is proposed in which
the vacancy is filled by a water molecule but the electronic structure of the
system with a vacancy is retained. Such a system is easily oxidized and the
selectivity of water oxidation towards HPER can be tuned by controlling
the barrier to vacancy hydration, providing a useful strategy for the design
of novel photoelectrodes.

3.6 Specific Computational Details

Here I provide the additional computational details used in the work,
apart from the general computational details described in Chapter 2. The
exchange–correlation functional used was PBEsol.[233] The implicit solvent
model and the surface-charging method based on the linearized Poisson–
Boltzmann equation required for the GC-DFT framework were implemented
through VASPsol.[234–236] Kinetic energy cutoff for the plane-wave basis
set was set to 520 eV. The dipole corrections were employed in the direction
perpendicular to the surface slab.

The Gibbs energies of the systems were calculated from the DFT elec-
tronic energies together with the zero-point energy and entropy correc-
tions obtained from the vibrational frequency calculations as implemented
in VASP. In the water oxidation reaction, the Gibbs energy of O2 was de-
rived from the energies of other reaction species and the standard reduction
potential of oxygen (1.229 V vs. SHE) rather than from DFT. This was
done to minimize the uncertainties introduced by the approximate nature of
the exchange–correlation functional.
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Chapter 4

The Influence of Electronic
Structure: Oxazolidinone
Oxidation on Carbon Nitride

It is often not sufficient to consider light irradiation only as a means of gen-
erating a photocurrent. Instead, it may be necessary to study the changes
in the electronic structure of the catalyst upon irradiation (see the pub-
lication in ref. [237], which I co-authored, for an example of a study of
light-induced electronic transitions in BiVO4). In the current chapter, I go
through a mechanistic study where the electronic structure of the catalyst
plays a key role in the reaction mechanism; the oxidation of oxazolidinones
to oxazolidinediones (Figure 4.1) using mesoporous polymeric carbon ni-
tride (PCN; also called mesoporous graphitic carbon nitride: mpg-CN) as
a photocatalyst. The results presented in this chapter have been published
in ref. [238]. All figures are adapted from the publication unless otherwise
noted.

Figure 4.1: Oxidation of a 1,3-oxazolidine-2-one to the corresponding 1,3-
oxazolidine-2,4-dione. The figure was prepared for this thesis (not published
elswhere).
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4.1 Oxazolidinedione Production

4.1.1 The Needed Compound: Oxazolidinediones and the
Difficulty of their Synthesis

1,3-Oxazolidine-2,4-diones (oxazolidinediones) are a class of valuable medic-
inal chemistry molecules with a broad spectrum of biological activity. They
have the ability to replace 1,3-thiazolidine-2,4-diones,[239] which are con-
sidered an important class of compounds in medicinal chemistry but are
notorious for their problematic metabolism and binding issues. Oxazolidine-
diones can act as zinc-binding chemotypes in metalloproteins instead of sul-
fonamides and other acidic moieties due to their imidic NH behavior.[240]
The hydrogen-bonding properties of oxazolidinediones have also been ex-
ploited in research on the treatment of type II diabetes, as they allow ef-
ficient binding to peroxisome proliferator-activated receptors.[241] In addi-
tion, oxazolidinediones have shown good performance as mineralocorticoid
receptor antagonists.[242] Trimethadione and paramethadione are notable
examples of oxazolidinediones that have been used as anticonvulsants in the
treatment of epilepsy.[243] In addition, there are two commercial agrochem-
icals that contain the oxazolidinedione heterocyclic motif—famoxadone (a
quinone outer inhibitor used as a fungicide)[244] and pentoxazone (a proto-
porphyrinogen oxidase inhibitor herbicide used to control weed populations
in rice fields).[245]

Despite their high demand, the synthesis of oxazolidinediones remains
cumbersome and challenging. In the case of 5-ylidene substituted oxazo-
lidinediones, the ring can be formed from propargylic amides and CO2 un-
der basic conditions.[246] Analogous preparation of other oxazolidinediones
requires cyclization of a carbonate synthon such as iso(thio)cyanate and α-
hydroxycarboxylate,[242, 247] which are not readily available. A simpler
approach would be the oxidation of 1,3-oxazolidine-2-ones (oxazolidinones),
which are commercially available or easily prepared by reaction between iso-
cyanates and oxiranes or from the corresponding vicinal aminoalcohols.[248]
Such oxidation is not easy to achieve due to the stability of oxazolidinones
against oxidation with a peak potential above 2 V vs. SHE.[249] Only a
few publications have reported the successful oxidation of oxazolidinones.
Namely, in 1982, Gramain et al.[250] published a study on the photocat-
alytic reaction of an oxazolidinone with oxygen under irradiation using a
high-pressure mercury lamp and benzophenone as catalyst. The reaction was
carried out at room temperature over a period of 68 hours. In 2005, Cao et
al.[249] also investigated the electrolytic partial fluorination of N-substituted
oxazolidinones (without acyl substituents) to give 4-fluoro derivatives, which
were subsequently hydrolyzed and oxidized to diones. These works were per-
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formed under rather harsh conditions, such as the presence of corrosive acidic
fluoride solutions or strong UV irradiation, highlighting the need for a more
sustainable approach.

4.1.2 The Reaction: Photocatalytic C–H Oxidation with
Carbon Nitride

Over the past decade, there has been growing interest in the use of photore-
dox catalysis-driven PCET for the facile and selective modification of X–H
sites in organic molecules.[251, 252] By using a molecular sensitizer with a
sufficiently oxidative excited state, such as an Ir-polypyridine complex, to-
gether with a Brønsted base, the strong O–H and N–H bonds in phenols and
amides can be cleaved via oxidative PCET to generate alkoxy and amidyl
radicals, respectively.[253, 254] In water, a base/oxidant couple can provide
the energy required for homolytic X–H bond cleavage in a substrate. The
Gibbs energy required for bond cleavage in a substrate depends on the re-
duction potential of the excited state of the sensitizer and the pKb of the
Brønsted base.[255] In such a multisite PCET, the proton and the electron
end up at different sites (i.e., the base and sensitizer, respectively).

Alternatively, photocatalysts with basic functional groups such as Eosin
Y or inorganic semiconductors and oxoclusters can abstract hydrogen atoms
from a substrate without the need for an auxiliary base.[256–258] In the
case of PCN, its pyridinic-like nitrogen centers allow PCET from proton
donors.[259–262] Studies have demonstrated its ability to mediate various or-
ganic transformations, alone or in combination with organic bases.[90, 263–
266] The valence band potential of +1.45 V vs. SHE and its nitrogen-rich
structure allow PCN to cleave C–H bonds with relatively high dissociation
energies, such as in N-alkylamides, where C–H bond dissociations are ∼ 4
eV.[266]

In the work described in this chapter, my co-authors from Max Planck
Institute of Colloids and Interfaces (Alexey Galushchinskiy, Dr. Yajun Zou,
and Dr. Oleksandr Savateev) have developed a method for the production
of oxazolidinediones by the photocatalytic oxidation of oxazolidinone by O2

using mesoporous PCN as a catalyst (the reaction scope is shown in Figure
4.2). I have contributed by rationalizing the mechanism behind this trans-
formation using 2-(2-oxooxazolidin-3-yl)ethyl acetate (oxazolidinone 1b) as
a model substrate, which I describe in the following sections.
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Figure 4.2: Scope of the oxazolidinone Oxidation Reaction. Reaction con-
ditions: 1.25 mmol of oxazolidinone; 1 bar of O2; 50 mL of acetonitrile; four
50 W white LED modules; 24–72 h (monitored by 1H NMR). [a] not de-
tected. [b] obtained by 1H NMR using 1,3,5-trimethoxybenzene as internal
standard. [c] and [d] 0.05 mmol of oxazolidinone and UV LED with and
without PCN, respectively.
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4.2 The Catalyst: Polymeric Carbon Nitride

Before modeling the reaction, an appropriate model of the catalyst (PCN)
needs to be constructed. The structure of polymeric carbon nitride is com-
plex and several model structures have been proposed.[267] A widely used
model structure is graphitic carbon nitride (g-CN, Figure 4.3a), which
gives a simulated band gap in agreement with experimental data.[50] How-
ever, g-CN contains highly condensed heptazine units, which is inconsistent
with elemental analyses of real samples, which show a higher hydrogen con-
tent. Another type of structure, melon (Figure 4.3b and c), is in better
agreement with elemental analysis, but has a significantly higher band gap
than that measured experimentally for PCN.[50, 267] Given the importance
of the photocatalytic properties of this material for the current study, the
highly condensed g-CN structure was selected as the main model catalyst
for the oxazolidinone oxidation reaction, and the results were compared with
those obtained with the melon-type structures (details below).

Figure 4.3: (a) The g-CN model (terminated surface g-CN) showing the
energies of H adsorption at different sites. (b) The melon model with a
single strand (s-melon-2D). (c) The melon model with three strands (melon-
2D). The melon-2D models are shown after accepting the H atom.

The initial model of g-CN was created as an infinite two-dimensional
surface (referred to as pristine g-CN). To improve the accuracy of the model,
a terminated surface g-CN was developed by splitting the 2D surface and
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attaching H atoms to the nitrogen atoms that were left with an incomplete
octet due to the surface termination. In addition, NH2 and OH groups were
attached to carbon atoms left with an incomplete octet (as shown in Figure
4.3), which is consistent with the experimental finding that both groups
are equally present in mesoporous PCN.[266] Of the six rows of condensed
heptazine strands seen in Figure 4.3a, the middle two were kept fixed
during geometry optimizations.

4.3 Breaking the C–H bond: Proton-Coupled Elec-
tron Transfer to Carbon Nitride

I have considered three pathways to cleave the oxazolidinone C–H bond
(Figure 4.4). In the energy transfer (EnT), the O2 molecule is activated
by excitation to its singlet state (1O2) which subsequently oxidizes the
substrate. Photoexcitation of O2 was indeed observed in the presence of
PCN.[268] However, performing the reaction with other 1O2-generating pho-
tocatalysts yielded minute amounts of the desired reaction product, al-
lowing to exclude the EnT pathway as the actual mechanism. Another
possible pathway, photoinduced electron transfer (PET), involves electron
transfer from the substrate to the catalyst. Cyclic voltammetry measure-
ments showed that the oxidation potential of four investigated oxazolidi-
nones (> 1.5 V vs. SHE) is higher than the potential of the photogenerated
hole in PCN (1.4 V vs. SHE).[269] DFT simulations also revealed that
the highest-energy electrons in g-CN are almost 2 eV higher in energy than
the highest-energy occupied molecular orbital (HOMO) of oxazolidinone 1b.
These factors indicate that the electron transfer from the substrate to the
catalyst is thermodynamically unfavorable, ruling out the PET pathway,
and leaving PCET as the most likely pathway.

The PCET from the substrate to the catalyst is the first step in the
oxazolidinone oxidation reaction. In g-CN, there are numerous sites where
the H atom can bind and form [g-CN+H]•. The investigation of different
binding sites (Figure 4.3a) of the hydrogen atom showed that the low-
est energy position (∆E = +1.4 eV) corresponds to the structure in which
hydrogen atom is located inside a triangular pocket formed by condensed
heptazine units and attached to a nitrogen atom. A more accurate Gibbs
energy change for the transfer of the H-atom to g-CN (∆G = +1.5 eV) was
obtained using the electronic energy calculated with the HSE06 hybrid func-
tional as well as the zero-point vibrational energy and entropy corrections.
The obtained value is significantly lower compared with the energy of the
C–H bond in oxazolidinone 1b in vacuum (4.03 eV). This means that the
highly endergonic homolytic C-H bond cleavage is facilitated in the presence
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of an H-atom acceptor such as g-CN. The enhancement of C–H cleavage with
g-CN is due to a remarkable stability of the [g-CN+H]• system, which can
be rationalized by the delocalization of the extra electron in g-CN (Figure
4.5).

Figure 4.4: Three possible pathways (simplified) of oxazolidinone oxidation.

Figure 4.5: Real-space projection of the extra electron in the [g-CN+H]•

system, showing significant delocalization. The isosurface level was set to
5.2 · 10−4a−3

0 (a0 is the Bohr radius).

The energies of H atom transfer to various systems (including the melon
model of PCN) have also been calculated and are shown in Table 4.1. The
data show that the use of the melon model or the inclusion of an implicit
solvent model and multiple g-CN 2D layers do not result in significantly
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different energies of H atom transfer.

Table 4.1: Electronic energy differences for H-atom transfer from oxazolidi-
none 1b to different H-atom acceptors. The main model used in the work
is shown in bold.

H atom acceptor implicit solvent[270] ∆E (eV)
no acceptor no 4.03
MeCN no 2.76
MeCN yes 2.90
g-CN pristine, one 2D layer no 1.23
g-CN pristine, one 2D layer yes 1.46
g-CN pristine, four 2D layers no 1.33
g-CN terminated, one 2D layer no 1.36
s-melon-2D (one strand) no 1.42
melon-2D (three strands) no 1.67

4.4 The Mechanism of Oxazolidinone Oxidation

After the endothermic first step—the PCET from oxazolidinone to the
catalyst—all subsequent steps in the proposed mechanism are exothermic
(Figure 4.6). In order for the first step to be favorable, external energy
must be introduced into the system, which is done by photoexcitation of
the catalyst. The electronic band gap of 2.6 eV in g-CN ensures that the
catalyst in the excited state has more than enough energy to overcome the
1.5 eV required for the PCET.∗ The formation of [g-CN+H]• can occur
directly in the ground state, or in an excited state followed by relaxation
to the ground state; however, this does not affect the reaction energetics
because the Fermi level of the system is close to the conduction band due
to the additional electron, and the excited state is energetically close to
the ground state. Int1 formed by PCET then traps an oxygen molecule,
resulting in the formation of a peroxo radical Int2 (∆E = −1.3 eV).
Another possible mechanistic pathway involves the capture of the hydrogen
atom from [g-CN+H]• by the O2 molecule to form HO•

2. However, this step
∗In this case, the optical band gap (the energy required for photoexcitation) should be

considered rather than the electronic band gap (the difference between the valence band
and the conduction band). The optical band gap is often narrower than the electronic
band gap because it includes the stabilizing interaction between the electron and the hole
(exciton binding). Exciton binding energies can be calculated with the GW approximation
and are given in ref. [271] for g-CN (0.3 eV) and melon-2D (0.8 eV). This results in optical
band gaps that are still well above the energy required for PCET, even in the case of
melon-2D (due to its large electronic band gap of 3.4 eV).
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is +0.4 eV uphill (Figure 4.7) and therefore thermodynamically less favor-
able and can be ruled out. In the main pathway, Int2 recovers the H atom
from [g-CN+H]•, forming a hydroperoxide intermediate Int3 (∆E = −1.1
eV), which eliminates a water molecule, leading to the formation of 2b
(∆E = −3.0 eV).

Figure 4.6: a) Proposed mechanism for the oxidation of oxazolidinone 1b
on PCN (mpg-CN) with electronic energy differences for each step. b) The
electronic density of states plot for oxazolidinone 1b (purple) and g-CN
(orange). The energy scale corresponds to the energies obtained directly
from the VASP output files using the PBE functional. The correspondence
between the two systems was confirmed by matching the energies of the O
2s electrons between these systems (not shown).
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Figure 4.7: Top: Secondary mechanism for the oxidation of oxazolidinone.
Bottom: Comparison of the energy profiles of the secondary and the primary
mechanisms. The first and fourth steps are the same for both pathways.

4.5 Conclusions

In this chapter, I have investigated the photocatalytic oxidation mecha-
nism of oxazolidinone to oxazolidinedione on polymeric carbon nitride. I
discussed how the catalyst model used in the simulations (g-CN) was con-
structed. I then showed that the electronic structures of the catalyst and
the substrate do not allow direct photogenerated electron transfer. This
leaves proton-coupled electron transfer as the main pathway for C–H bond
cleavage, followed by the spontaneous steps leading to oxazolidinedione for-
mation. Using DFT simulations with the PBE and HSE06 functionals, I
show that a ∆G = +1.5 eV was found for the PCET step that cleaves the
C–H bond, which is compensated by photoexcitation of the catalyst. The
relatively low energy of the C–H bond dissociation is explained by the fact
that g-CN is a good H-atom acceptor due to its ability to delocalize the
added electron.
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4.6 Specific Computational Details

Kinetic energy cutoff for the plane-wave basis set was set to 450 eV.
Grimme’s DFT-D3 method was used to calculate the energies in the
melon-2D model due to its considerable intramolecular interactions.[272]
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Chapter 5

Mixed Catalytic Systems: CO2
Reduction on Co-Doped
Hydroxyapatite

When studying a photocatalytic system that is novel or complex, the catalyst
may be difficult to characterize. In this case, the catalyst model needs to be
constructed from limited experimental data and special care must be taken
to ensure that the predicted properties of the model are consistent with the
experiments. In this chapter, I describe the work that was published in ref.
[42] and concerns photothermal CO2 reduction on hydroxyapatite (HAP)
doped with Co—a novel catalyst with a complex structure. All figures are
adapted from the publication unless otherwise noted.

5.1 Photothermal CO2 Reduction on Co-Doped
Hydroxyapatite

5.1.1 Transcending the Limitations of Semiconductor Pho-
tocatalysts: Localized Surface Plasmon Resonance

The production of photochemical solar fuels is limited by the suboptimal con-
version of light to chemical energy and harvesting in semiconductor-based
photocatalysts,[273] which primarily capture UV and visible blue light.[274]
In a semiconductor photocatalyst, photons with energy equal to or greater
than the semiconductor band gap generate electron–hole pairs. The main
challenges in the catalyst design are to increase the efficiency of charge sep-
aration and to reduce the recombination kinetics to allow time for electron
transfer with substrate molecules adsorbed on the particle surface.
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In contrast to conventional semiconductors,[275, 276] metal nanopar-
ticles supported on thermally insulating materials interact with visible
and near-infrared photons via localized metal surface plasmon resonance
(LSPR).[40] This process leads to enhanced catalytic conversion rates at
the metal nanoparticle due to localized heating and generation of "hot
carriers" that affect the electronic structure of the species involved in
the reaction.[277–279] Feng et al.[280] described a plasmonic structure
consisting of porous silica needles embedded with Co nanoparticles. This
photocatalyst absorbs light over the entire solar spectrum, enabling efficient
photothermal conversion of CO2 to CO and CH4 without external heating
under 20 suns of illumination. In addition, Guo et al.[281] prepared a
Cu-doped HAP catalyst that exhibited exceptional activity in the reverse
water gas shift reaction, under 40 suns of light irradiation and without the
need for external heating. In the catalyst, the formation of Cu nanoparticles
responsible for LSPR on the HAP structure was observed. As is discussed
in later sections, the Co-doped HAP studied in this work also supports the
formation of LSPR-enabling metallic Co nanoparticles that enhance the
CO2 reduction performance.

5.1.2 Co-Doped Hydroxyapatite as a CO2 Reduction Cata-
lyst

HAP (Ca10(PO4)6(OH)2) is a well-known structure found in minerals, bones
and teeth. It can be easily synthesized on a large scale using abundant raw
materials, and offers significant stability and structural adaptability, allow-
ing for numerous partial cation substitutions.[282] For example, Ca ions can
be partially replaced by various divalent cations, including Sr2+, Ba2+, Zn2+,
Cu2+, or Co2+. In addition, the thermal insulating properties of HAP-based
materials make them highly suitable as photothermal catalysts by locally
trapping heat and maintaining a high temperature at the reaction site. In
the work described in this chapter, my colleagues at the Polytechnic Uni-
versity of Valencia (Dr. Peng Yong, Horat, iu Szalad, and Dr. Josep Albero
Sancho) developed a series of Co-doped HAP photocatalysts with increas-
ing Co content for selective gas-phase CO2 hydrogenation. Co-doped HAP
was shown to be a highly active and CO-selective photothermal CO2 hy-
drogenation catalyst (Figure 5.1) under 1-sun illumination and controlled
external heating. The maximum CO rate achieved was 62 mmol·g−1·h−1 at
15 mol% Co (relative to total metal content) and 400 ◦C, with the material
demonstrating stability for 90 hours of operation under continuous gas flow.
My role was to elucidate the catalyst structure and model the mechanism of
CO2 reduction as a function of Co content based on the experimental data
obtained.
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Figure 5.1: HAP activity of CO2 hydrogenation and selectivity towards CO
as a function of Co content.

5.2 A Complex Catalyst: The Structure of Co-
Doped Hydroxyapatite

Hydroxyapatite (HAP) in its bulk form was represented by a hexagonal unit
cell (Figure 5.2) containing 10 Ca atoms at two different positions, M1 and
M2.[282] Simulations show that cobalt preferentially substitutes calcium at
the M2 position by 0.29 eV. The substitution of a Co atom with Ca in the
unit cell (Co-HAP) gives a theoretical Co loading of 5.8 wt%, which is con-
sistent with the inductively coupled plasma optical emission spectroscopy
(ICP-OES) measurement of the Co10HAP∗ sample (5.88 wt%). This indi-
cates that Co indeed substitutes Ca in the structure. The X-ray absorption
near edge structure (XANES) measurements showed a common rising edge
for Co-doped HAP samples as well as CoO and Co(OH)2 references at about
7716 eV, indicating that Co is in the +2 oxidation state.[280] The Co atoms
in the computational model were obtained in the correct oxidation state,
since the magnetic moments of the Co atoms are either 3 µB or 1 µB, corre-
sponding to the high-spin and low-spin d7 configurations, respectively.

Both experimental and simulated (Figure 5.3) X-ray diffraction (XRD)
patterns of Co-doped HAP show a strong similarity to pristine HAP pat-
terns, although the diffraction peaks become broader, indicating reduced
crystallinity. Higher Co loadings in Co15HAP and Co20HAP samples re-
sulted in the disappearance of the HAP diffraction peaks. These results
suggest that at low Co/Ca ratios, Co can be incorporated into the HAP

∗In the notation CoxHAP, x refers to the initial molar ratio of Co with respect to Co
+ Ca.
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Figure 5.2: M1 and M2 positions in HAP. Color code—O: Red, Ca: Green,
P: Yellow, H: White.

structure, causing a slight distortion of the crystal lattice due to the ionic
radius difference between Ca2+ and Co2+.[282] However, further Co incor-
poration leads to phase segregation and loss of crystallinity. In fact, high
resolution transmission electron microscopy (HR-TEM) showed the pres-
ence of a separate phase in the form of 1–2 nm large nanoparticles when
the Co loading is high enough (from Co10HAP onward). The nanoparticles
were identified as Co3O4 by my co-authors based on the results of optical,
Raman, and X-ray photoelectron spectroscopy (XPS).

After the sample was activated for 2 h in H2 flow at 400 ◦C, the Raman
and XPS measurements indicated a reduction of Co3O4 nanoparticles to
Co2+ and metallic Co0. On the other hand, the reduction of Co2+ starts
only at about 650 ◦C according to the temperature programmed reduction
(TPR) data, which is significantly higher than what was used for the CO2

reduction reaction. No changes were observed in the XPS spectra for Ca 2p
and P 2p, indicating that the HAP structure is unaffected by activation.

The surface of Co-HAP was modeled as the (0001) surface slab of
HAP[283, 284] with one calcium atom replaced by cobalt. Atoms in the
bottom half of the structure were held fixed during geometry optimization.
Comparison of the relative energies associated with the substitution of
calcium ions by cobalt at different positions (Figure 5.4) revealed the
tendency of Co to segregate toward the surface where the metallic Co
nanoparticles eventually form. The nanoparticles were modeled as the
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Figure 5.3: Top: Measured XRD patterns of the pristine (Ca)HAP and Co-
doped HAP samples. The standard pattern of HAP from the International
Centre for Diffraction Data (file no. 09-0432) is shown in red. Bottom:
Simulated XRD pattern of Co-HAP using VESTA.

(0001) surface slab of hcp–Co. Oxygen vacancy formation was also studied
on the (0001) surface facet of HAP. For the pristine HAP (0001) facet, the
calculated Gibbs energy change to form a vacancy (and produce H2O) is 2.1
eV. In the presence of Co, the Gibbs energy of vacancy formation decreases
to 1.1 eV.
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Figure 5.4: The studied positions of Co doping and the change in electronic
energy when Ca is substituted by Co. The substitution in bulk HAP is
set to 0 as a reference. More negative values indicate a thermodynamically
easier substitution. In these simulations, the metal atoms at the surface
were capped with three H2O molecules to maintain a similar coordination
as in the bulk and to emphasize the fact that the material is synthesized in
water.

5.3 Co-Doped HAP as a Photocatalyst

5.3.1 The Origin of Light Absorption in Co-doped HAP:
Intragap States and LSPR

The CO2 reduction performance of HAP is significantly enhanced by light, as
shown in Figure 5.1. Optical spectra have revealed the catalyst’s ability to
absorb visible and near-infrared light, which is not exhibited by the pristine
HAP due to its large band gap (Figure 5.5a). The Co-doped HAP model
introduced above allows for two ways for HAP to absorb light. The first
occurs in the Co-HAP phase, where the intragap states introduced by cobalt
(Figure 5.5b) allow for various electronic transitions not possible in the
pristine HAP. In particular, there are five new intragap states (some occupied
and some empty) within about 2 eV of the valence band maximum (VBM).
The absorbed light excites the catalyst, affecting the adsorption of reactants
(see Section 5.4.1).

The second way to absorb light is by LSPR, which is enabled by the
Co nanoparticles. Such a phenomenon can enhance the reaction via two
mechanisms: (1) increase of the local temperature and (2) the generation of
"hot" carriers (photogenerated electrons and holes with high energies), which
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Figure 5.5: The Density of States for the (0001) surface facet of (a) pristine
HAP and (b) Co-HAP. The results were obtained using the GW method,
which gives more accurate energies of the unoccupied states compared to
DFT.

further improve the reaction kinetics.[285] The local temperature increase,
∆TNP, can be calculated as follows:[286, 287]

∆TNP =
σabsI

4πRκair
(5.1)

where σabs is the absorption cross section that can be calculated using the
general Mie theory,[288], I is the irradiance of the incident light, R is the
nanoparticle radius, and κair is the thermal conductivity of the surround-
ing medium. In our system, this calculation yields a negligible temperature
increase, leaving the hot carriers responsible for the catalytic enhancement.
Since LSPR only occurs in the systems with a nanoparticle phase, the reac-
tion on such systems is more affected by light compared with the systems
with lower levels of Co content (Figure 5.1).
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5.4 The Complete Picture: The Mechanism of CO2

Reduction on Co-Doped HAP

5.4.1 Adsorption of Reactants on the Co-Doped HAP Sur-
face

After elucidating the structure of the photocatalyst, I proceeded to study the
reaction mechanism. To do this, I first modeled the adsorption of the species
involved (reactants and products). The Gibbs energies for this process are
given in Table 5.1, for the most favorable systems. It was found that
while H2, CO, and H2O bind to metallic sites, CO2 preferentially adsorbs
on the oxygen atom of the HAP surface to form carbonate, as illustrated in
Figure 5.6. It was also shown that the presence of vacancies in Co-HAP
allows CO2 to adsorb on the Co atom via oxygen,[289] but the ∆G of +0.43
eV makes this less favorable than the described adsorption on oxygen via
C (∆G = −0.16 eV). The band corresponding to the O-bound CO2 was
observed in the Raman spectra at 1834 cm−1, corresponding to the DFT-
obtained vibrational frequency of 1855 cm−1 for this system. For CO2 to
be considered adsorbed, I required it to be in its activated state, i.e., the
otherwise linear molecule is bent. However, such a structure could not be
obtained during geometry optimization for all systems (namely Co-HAP and
HAP without adsorbed water) in which CO2 desorbs from the surface. In
these cases, I would model adsorbed COOH instead of CO2, giving the bent
O–C–O geometry. I would then remove the hydrogen and re-optimize the
structure with the C atom frozen during optimization. In this way, the
bond between the C atom and the O atom on the HAP surface could not
dissociate because the HAP surface would deform significantly, so instead
CO2 remains adsorbed in the bent geometry.

Another thing to note is that CO2 adsorbs ∼ 1 eV more easily on HAP if
there is H2O adsorbed on the nearby metal (the adsorbed water can be seen
in the corresponding structures in Figure 5.6). Furthermore, CO2 tends
to adsorb far away from the Co doping sites, as shown by the adsorption
energies on HAP and Co-HAP. Both effects are due to the local electronic
structure change upon H2O adsorption or Co doping, since CO2 does not in-
teract directly with either the adsorbed water molecules or the nearby metal
atom. The preference of CO2 to adsorb on the pristine HAP and away from
the Co-doping site results in the adsorbed CO2 not being affected by irradi-
ation. This is manifested in the reaction orders of the CO production rates
relative to the CO2 pressure, which do not change significantly upon irradi-
ation on either Co5HAP (the system with only the Co-HAP phase, Figure
5.7a) or Co15HAP (the system with both the Co-HAP and nanoparticle
phases, Figure 5.7c).
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Figure 5.6: CO2 and H2 adsorption and the subsequent dissociation of H2 in
light and dark on Co15HAP and Co5HAP. The ∆G’s are shown for selected
steps. Color code—Co (ground state): Blue, Co (excited state): Pink, other
atoms: As above.

The adsorption of H2 was considered in both molecular and dissocia-
tive modes. While the dissociative adsorption was more favorable on the
metallic Co surface, the molecular adsorption was preferred on the other
systems. Since H2 adsorbs on the nanoparticle phase (or on the Co atom of
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Table 5.1: The ∆G (eV) for the adsorption of reactants and products on
different phases of Co-doped HAP at 250 ◦C. In the system where CO2 was
adsorbed on HAP and Co-HAP, two water molecules were present on the
surface metal atom.

adsorbed species HAP (0001) Co-HAP (0001) metallic Co (0001)
CO2 −0.16 +0.54 +1.15
H2 +0.54 +0.23 −0.24
CO +0.37 −0.51 −0.90
H2O −0.23 −0.26 +0.48

Figure 5.7: Experimentally obtained reaction orders at 250 ◦C in Co15HAP
(a and b) and Co5HAP (c and d) with respect to the partial pressure of CO2

(a and c) and H2 (b and d).

Co-HAP in the absence of the nanoparticle phase), it is affected by irradia-
tion, as seen in the CO production rate relative to the H2 pressure in light
and dark (Figure 5.7b and d). To obtain the energies of H2 adsorption on
the Co-HAP phase in the presence of light, the catalyst with and without
adsorbate was also modeled in the excited state by fixing the magnetization
of the system to 1 µB (the ground state for these systems has a magnetiza-
tion of 3 µB). The excited state energies were obtained by assuming that
the electronic structure in the excited state corresponds to a unique electron
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density functional. Since this approximation does not necessarily hold in the
excited state (see Chapter 2), the results obtained by this approach should
be confirmed by a method such as time-dependent DFT rather than taken
at face value. Nevertheless, the point of this approach is to illustrate the
photocatalytic potential of Co-HAP, for which the energies obtained by DFT
are sufficient. The electronic energies of adsorption (Figure 5.8) show that
in the excited state H2 adsorbs in a partially dissociated mode (the H atoms
are 1.6 Å apart) rather than molecularly as in the ground state (compare
the steps 2∗b and 2b in Figure 5.6), illustrating the enhancement of the
necessary dissociation of H2 by irradiation. After the adsorption of H2, the
system relaxes to the ground state (step 3b) and further (complete) disso-
ciation proceeds (step 4b). The ∆G of +0.78 eV for complete dissociation
indicates a rather high barrier. However, this value neglects the configura-
tional entropy of the dissociated macrostate, where the variety of surface
oxygens available for proton binding introduces numerous microstates. A
thorough understanding of the process would require consideration of the
potential barriers associated with each binding site and the overall change
in configurational entropy of the system. Nevertheless, given the temper-
atures at which the reaction occurs, it is likely that these entropic factors
increase the viability of the dissociation process.

Figure 5.8: The different modes of H2 adsorption on Co-HAP with the
corresponding ∆E. The adsorption values marked with an asterisk represent
the adsorption in the excited state. The figure was prepared for this thesis
(not published elswhere).

In addition to the reactants, the Gibbs energies of adsorption of the
products were also modeled. As shown in Table 5.1, H2O preferentially
adsorbs on the pristine HAP and the adsorption is favorable even at the
working temperature where entropy significantly inhibits the adsorption of
molecules. The presence of water on the surface metal atoms allows CO2

adsorption as discussed above. On the other hand, CO preferentially adsorbs
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on Co atoms, ideally on the fcc sites of the nanoparticle phase. The vibration
of CO adsorption on the nanoparticle phase was observed in the Raman
spectrum at 1698 cm−1, corresponding to the value of 1735 cm−1 obtained
by DFT. This is attributed to the CO bound by the nanoparticle Co atoms
after evolving from the Co-HAP phase upon hydrogenation of CO2.

5.4.2 Hydrogen Transfer and CO2 Hydrogenation

After adsorption of the reactants onto the catalyst surface and dissociation of
H2 (Figure 5.6), the reaction proceeds as in Figure 5.9. The single protons
coming from the H2 dissociation hop over the HAP surface oxygen atoms to
reach the adsorbed CO2. In the case of Co15HAP, the electrons remaining
on the nanoparticle phase also need to reach CO2 for its reduction to occur.
The poor electron transfer through HAP can be somewhat improved with
cobalt doping by introducing intragap states and facilitating vacancy forma-
tion.[188, 289] However, electron transport may still be difficult in Co-HAP,
and the catalytic activity in the dark is similar in Co15HAP as in Co5HAP
(Figure 5.1), suggesting that the main mechanism in the former system is
the same as in the latter, despite the presence of the nanoparticle phase. In
light, LSPR enables the hot electron transfer from the metal nanoparticle
to the semiconductor support,[41] changing the mechanism and significantly
enhancing the activity in Co15HAP.

Figure 5.9: General mechanism of CO2 hydrogenation on Co-doped HAP.

I also investigated the possibility of vacancy-driven CO2 reduction. In
this process, H2 reduces the HAP surface, forming oxygen vacancies that
subsequently reduce the CO2 adsorbed on the nearby Co doping sites (ad-
sorption on Co is enabled by the presence of vacancies, as described above).
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For this to happen, the vacancy would have to form (+1.1 eV); CO2 would
have to adsorb on the Co atom (+0.43 eV) instead of O (−0.16 eV); and
finally, an oxygen from the CO2 would have to fill the vacancy (+1.5 eV bar-
rier obtained by NEB). These unfavorable energetics rule out the possibility
of a vacancy-driven reduction as described.

5.5 Conclusions

In this chapter, I have rationalized the experimental results obtained for the
photothermal production of CO by hydrogenation of CO2 on the Co-doped
hydroxyapatite catalyst with a complex structure. The main model of the
catalyst was the (0001) surface slab of Co-HAP, where Co replaces Ca in
the HAP unit cell, preferably near the surface. I demonstrated that this
model well describes the Co-doped HAP at lower Co loadings (5% initial
molar ratio of Co with respect to the total metal content) by comparing
the simulation results to the results of characterization techniques. When
modeling higher Co loadings (15%), the (0001) surface slab of metallic Co
was used to represent the experimentally observed nanoparticles. Vacancy
formation in Co-HAP was shown to be facilitated by the presence of cobalt,
but still thermodynamically inefficient at the working temperatures.

Light absorption in Co-HAP has been rationalized by the presence of
several intragap states that are absent in pristine HAP. In the Co5HAP
system, where only the Co-HAP phase is present, light absorption can en-
hance catalytic activity by facilitating the dissociation of H2. When the
Co nanoparticle phase is present, absorption also occurs via LSPR. It was
shown that LSPR does not significantly increase the local temperature in
the modeled system, leaving the hot electrons as the main contributor to
the photocatalytic enhancement in the system with two separate phases
(Co15HAP).

By studying the nature of the reactant absorption on the Co-doped HAP,
I have shown that different reaction mechanisms occur at different Co load-
ings. In the presence of the Co nanoparticle phase, H2 preferentially adsorbs
on the nanoparticle phase where it dissociates and the hydrogen atoms are
transferred to the Co-HAP phase. H2 dissociation and transfer to CO2 is
enhanced by light, especially at the nanoparticle phase where LSPR allows
hot electron transfer to the Co-HAP phase. On the other hand, at the
Co-HAP phase, light is mainly responsible for the enhancement of H2 disso-
ciation. The difference in mechanisms has also been observed experimentally
by measuring the reaction orders for CO production.

These results illustrate the value of computational chemistry in com-
plementing experimental data and enabling the elucidation of processes oc-
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curring in complex photocatalytic systems. We should keep in mind the
assumptions made in this research, such as the use of idealized catalyst
models and the separate study of different phases. The excited state sim-
ulations were based on the approximation that the electronic structure in
the excited state corresponds to a unique electron density functional, and
the corresponding predictions should ideally be confirmed with more accu-
rate methods such as time-dependent DFT. Nevertheless, this research is a
stepping stone that can guide future investigations to further improve the
design of efficient photocatalytic systems.

5.6 Specific Computational Details

The kinetic energy cutoff for the plane-wave basis set was set to 450 eV.
Dipole corrections were applied in the direction perpendicular to the surface
slab. The GW approximation was used as implemented in VASP,[290, 291]
with a low-scaling algorithm.[292, 293] The calculations were performed only
for the first iteration of Hedin’s equations (G0W0), since it was seen in
the prior convergence tests that the eigenvalue-self-consistent calculation of
G does not significantly affect the obtained quasiparticle energies. These
calculations used a Γ-centered k-point, a kinetic energy cutoff of 500 eV,
and 1152 quasiparticle orbitals.

The simulations on the CoO model used Dudarev’s approach to Hub-
bard’s DFT+U correction.[294] For the Co 3d electrons, the U parameter
was set to 4.32 eV while J was set to 1.00 eV. These simulations (as well as
those with the Co nanoparticle model) were repeated until all the systems
studied were in the lowest energy state (I made sure that the magnetization
of the systems was equal. In the CoO systems, the optimal magnetizations
were between 92 and 96 µB. In the Co systems, the optimal magnetization
was ∼ 59 µB).
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Chapter 6

Conclusions

In this thesis, I covered three of my publications in which I used computa-
tional chemistry methods in a systematic way to construct models consistent
with experimental data and to uncover the mechanisms between three dif-
ferent catalytic processes. These processes reveal different strategies and
complexities that arise in the atomistic modeling of photocatalysis:

• In Chapter 3, I study the influence of surface oxygen vacancies and
exposed surface facets on water oxidation on BiVO4. Using DFT with
the PBEsol functional, I show that the V–O–V bridge-forming (split)
oxygen vacancies are ∼ 0.6 eV more stable than their conventional (lo-
calized) counterparts on the (011) surface facet of BiVO4. The models
of (001) and (011) BiVO4 surface facets with and without vacancies
were used to study the water oxidation mechanism. It was shown that
the surfaces with vacancies are selective for OER, while the pristine
surfaces are selective for HPER. In particular, the (001) facet with
the oxygen vacancy is the most favorable system for water oxidation,
forming O2 starting from the applied potential of 1.6 V vs. RHE. The
second most favorable reaction is HPER on the (011) pristine surface,
forming H2O2 starting from 2.1 V vs. RHE. The results were con-
firmed with the PBE0 functional as well as GC-DFT. A new type of
BiVO4 oxygen vacancy (hydrated vacancy) has also been described,
where the vacancy is filled by a solvent H2O molecule. This vacancy
hydration process is thermodynamically allowed, and the resulting sys-
tem is readily oxidized to the pristine surface, potentially changing the
amount of oxygen vacancies on the catalyst surface during the reac-
tion. The work demonstrates how atomistic mechanistic studies can
reveal the key catalytic parameters: Activity, selectivity, and stability.

• In Chapter 4, I study the mechanism of photocatalytic oxazolidinone
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oxidation to oxazolidinedione on mesoporous PCN. After constructing
an appropriate model of the catalyst (g-CN) that fits the experimental
data, I use DFT with the HSE06 functional to show that the VBM
potential of g-CN is too low for the photogenerated hole to oxidize
oxazolidinone, leaving PCET as the likely first step. I then propose a
mechanism involving an endergonic PCET transfer from oxazolidinone
to the catalyst (∆G = +1.5 eV) and use DFT with the PBE functional
to model the reaction intermediates. The relatively low PCET energy
is rationalized by electron delocalization in g-CN. All subsequent steps
are shown to be exothermic, and the energy required for the first step is
well compensated by the absorbed light and the g-CN electronic band
gap of 2.6 eV. The work highlights how the atomistic study of electronic
structure can be crucial to elucidate a photocatalytic mechanism.

• In Chapter 5, I study the mechanism of photothermal CO2 hydro-
genation to CO on Co-doped HAP. To model the system with low
doping levels (Co5HAP), the structure used was the (0001) surface
slab of Co-HAP (one Ca atom substituted by Co). For higher dop-
ing levels (Co15HAP), the (0001) surface slab of Co (representing the
metallic nanoparticle phase) was also included. Having shown that the
model fits the experimental data well, I demonstrated that both mod-
els allow for light absorption: Co5HAP by intragap states in Co-HAP
revealed by GW and Co15HAP by LSPR on the Co nanoparticles. I
then used DFT with the PBE functional to model the adsorption en-
ergies for the reactants and products of the reaction and showed that
while CO2 always adsorbs on HAP (preferably far from the Co atom),
H2 adsorbs on the nanoparticle phase when it is present. Furthermore,
the ability of H2 to dissociate and transfer from the H2 adsorption site
to the CO2 adsorption site via proton hopping across the HAP sur-
face was demonstrated. On Co5HAP, light absorption enhances H2

dissociation, while on Co15HAP, LSPR enables hot electron transfer
to the HAP phase, allowing CO2 reduction. The work emphasizes the
complementarity of experimental data and theoretical simulations and
the necessity of different experimental measurements to construct a
suitable computational model.

This thesis has demonstrated the power of atomistic modeling in elu-
cidating the mechanisms of various photocatalytic processes. Through the
study of three different systems, I have shown how a combination of different
computational chemistry methods can provide insights into the role of cata-
lyst structure, the nature of light absorption, and the reaction mechanism in
photocatalysis. Each system studied illustrates a unique approach to model-
ing a photocatalytic process. These approaches are not only system-specific,
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but also highly dependent on the available experimental data, emphasizing
their importance. The results have implications for the design of more ef-
ficient photocatalysts and contribute to the broader goal of developing sus-
tainable energy solutions. However, while this thesis has made significant
strides in understanding photocatalytic processes, there is still much work to
be done. Future research could focus on refining the computational models
used in this thesis to improve their predictive power. In addition, the meth-
ods developed in this thesis could be coupled with macroscale simulations
or applied to the study of other photocatalytic systems, thereby broaden-
ing our understanding of photocatalysis. Finally, there is a need for further
experimental work to validate and build upon the results presented in this
thesis. Through continued collaboration between experimental and theoret-
ical researchers, we can continue to advance the field of photocatalysis and
move closer to a sustainable energy future.
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ABSTRACT: Bismuth vanadate (BiVO4) is one of the most promising photoanode
materials for water oxidation. However, the water oxidation mechanism and
selectivity on the different surfaces of BiVO4 are still not well understood, partly
because of the structural complexity introduced by the presence of oxygen vacancies
in the material. Using density functional theory, we show that the (001) surface of
BiVO4 with subsurface vacancies is the most suitable for the oxygen evolution
reaction, whereas the pristine (011) surface favors the hydrogen peroxide evolution
reaction. A mechanism by which the vacancies can be removed from the surface,
thereby influencing the water oxidation selectivity, is also described. Our results thus
emphasize the crucial impact of the local structure on the catalytic selectivity in
ternary oxides.

KEYWORDS: bismuth vanadate, density functional theory, water oxidation, oxygen vacancies, selectivity, oxygen evolution reaction,
hydrogen peroxide evolution

In recent years, bismuth vanadate (BiVO4) has become one
of the most promising catalysts for photoelectrochemical

water splitting.1−3 It is a ternary oxide and an n-type
semiconductor, which makes it suitable as a photoanode
material for the oxygen evolution reaction (OER). BiVO4 has a
relatively low band gap of 2.4 eV and is inexpensive, nontoxic,
and stable in aqueous solution.4 In its monoclinic scheelite
form, BiVO4 has a remarkable half-cell solar-to-hydrogen
theoretical efficiency of 8.1%.5 However, its poor electron
conductivity and slow water oxidation kinetics limit the use of
nonmodified BiVO4 as a practical OER catalyst.1 In order to
overcome these issues, various strategies to modify BiVO4
photoanodes have been proposed.6−8 Apart from OER, BiVO4
also catalyzes the hydrogen peroxide evolution reaction
(HPER)9,10 in the presence of bicarbonate electrolyte or
modified with different materials.11−13 HPER has a standard
electrode potential of 1.78 V vs standard hydrogen electrode
(SHE),14 and consumes water to produce H2O2. Current large-
scale hydrogen peroxide production uses the anthraquinone
oxidation process, which involves toxic precursors and various
organic solvents.15 An alternative means of production is
highly desired,16 as H2O2 has numerous applications: it is used
as a bleaching agent or an oxidant and has various applications
in the chemical industry, water treatment, metal processing,
etc.15,17 For photocatalytic HPER on BiVO4 to be industrially
viable, it needs to be better understood, particularly its
selectivity with respect to the competitive OER.

One of the parameters important for the water oxidation
performance on BiVO4 is the exposed surface facet.18 A
nanocrystal of monoclinic scheelite BiVO4 contains different
surface facets, of which the (001) and (011)19 surfaces
comprise 99.3% of the nanocrystal’s surface area (see
Supporting Information for the detailed explanation).20,21

These two facets were shown to lead to large anisotropies,22−24

and their influence on the water oxidation mechanisms is
considered in the present work.
On a different note, the BiVO4 surfaces are not always

pristinethey usually contain structural defects.25 The most
common type of defect in ternary oxide semiconductors are
oxygen vacancies ( )o .26 Vacancies can improve a semi-
conductor’s conductivity and charge separation efficiency by
acting as shallow n-type donors.27,28 They may also improve
visible light absorption by reducing the band gap and improve
the charge transfer between the material and the electrolyte
(water).29 Nonetheless, the os in semiconductors may be
counterproductive for OER efficiency by acting as electron−
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hole recombination centers30,31 or by trapping photogenerated
charge carriers or polarons and inhibiting charge transfer.32,33

Several studies suggest that these disadvantageous effects arise
from the oxygen vacancies formed in the bulk, while the
advantageous effects arise from the vacancies formed on the
surface of a semiconductor.34−36 In BiVO4, os significantly
alter the geometric37 and electronic38−40 structure and thereby
the water oxidation mechanism. However, their exact influence
on water oxidation is not fully understood because studies are
still limited and inconclusive.40,41 Even though the vacancies
may not be thermodynamically stable at the potentials
necessary for water oxidation (see Supporting Information
section 2.8 for analysis of the o formation energies and
Pourbaix diagram), they are kinetically trapped, as exper-
imental evidence shows,42−44 and present in the material at
high potentials. It was shown that the BiVO4-based material
with an exposed vacancy-rich (001) surface significantly
improves photocatalytic water oxidation.43 A theoretical
study on this surface suggested that the surface oxygen
vacancies increase the number of water splitting active sites
and enhance hole transfer from the photoanode surface to the
electrolyte.29 In addition to that, it was shown that the
vacancies lower the selectivity toward H2O2, therefore shifting
the equilibrium toward OER.44 The vacancies examined in
these works arise when an oxygen atom from a VO4

3− unit is
removed and the two excess electrons remain in the cavity left
by that atom, with no significant changes to the local structure.
In this type of defect, the vacancy is effectively localized on a
single vanadium atom, which is why we label it localized
vacancy ( o

loc). The two additional electrons created by
removing an O atom also remain localized at the vacancy site.
This doubly occupied defect state is also called F-center.26

Recently, however, we have shown that another, distinct type
of oxygen vacancy (known as split vacancy, o

split) could exist
in the bulk and on the (001) surface of BiVO4,

38 which was
later also found by Wang et al.27 In this type of defect, the local
structure changes after the O atom is removedatoms move
in such a way that an oxygen atom from a neighboring VO4

3−

unit increases its coordination number by forming an oxo-
bridge with the vanadium that lost an O atom. The vacancy is
therefore divided (split) between two neighboring vanadium
atoms, unlike o

loc. In the bulk, the two types of vacancies have
similar formation energies. However, on the (001) surface,

o
split in the subsurface layer was found to be ∼1 eV more

stable than o
loc, with a quasi-barrierless transition to o

split

(the energy barrier being 0.1 eV or less).38 The two vacancy
types also have distinct electronic structures. o

loc has a single,
two-electron intragap state that lies deep within the band gap.
The electrons are localized between the bismuth and vanadium
atoms that share the vacancy, where the missing oxygen atom
would be, reducing both Bi and V. o

split has two single-
electron intragap states, one of which is deep and localized on
a vanadium atom sharing the vacancy, while the other one is
shallow (close to the conduction band) and may be delocalized
over different V atoms. The vanadium atoms sharing the
vacancy are reduced. As the electronic structure greatly affects
catalytic mechanisms and selectivity by influencing the
material’s conductivity and charge separation efficiency, it is
important to investigate the influence of these different kinds
of vacancies on the water oxidation reaction.

We first studied the oxygen vacancy formation on the (011)
surface and observed that, similarly to the (001) surface, a V−
O−V bridge-forming o

split is preferred over o
loc. Then, we

modeled the OER and HPER reactions on the (001) and the
(011) surfaces with and without a o

split in the subsurface,
where the vacancy is the most stable. With these results, we
obtained a complete picture of water oxidation on BiVO4,
elucidating its activity and selectivity with respect to different
surface facets and the presence of oxygen vacancies on these
surfaces. This allows for a better understanding of the
fundamental nature of the water oxidation mechanisms on
BiVO4, which can guide the optimization and design of more
efficient and selective photoanodes.

■ COMPUTATIONAL METHODS
Density functional theory (DFT) simulations were performed
using the Vienna Ab initio Simulation Package (VASP)45,46

and the PBEsol47 exchange-correlation functional, as described
in the Supporting Information. To calculate the electronic
energy as a function of applied potential on selected systems,
we carried out calculations with an implicit solvent model and
a modified electrochemical potential by a surface-charging
method based on the linearized Poisson−Boltzmann equation,
as implemented in VASPsol.48−50 This approach is also known
as grand canonical DFT (GC-DFT), due to its grand canonical
description of the electrons. We also carried out calculations
with the PBE051 functional with 10% of exact exchange as a
benchmark (see Supporting Information).38 All of the
structures are uploaded to the ioChem-BD database,52,53

where they are openly accessible. Both (001) and (011)
surfaces were modeled with similar, converged layer thick-
nesses, as shown in Figure 1. First, we modeled different types

of oxygen vacancies on the (011) surface, in order to find the
most stable one. For this, we considered vacancies localized on
12 different positions in the slab, as well as two systems with a

o
split, as shown in the Supporting Information (Figure S1b).
Next, we investigated three distinct oxygen evolution

reaction mechanistic pathways, as well as the pathway for
H2O2 production, for the (001) and (011) surfaces, both
pristine and with the most common vacancy type. The
feasibility of the mechanisms was evaluated using the

Figure 1. (a) Six-layered (001) surface slab and (b) three-layered
(011) surface slab, as used in the calculations. One layer includes four
BiVO4 units for the (001) and eight BiVO4 units for the (011)
surface. Color code: Bi, V, and O are represented in green, yellow, and
red, respectively (rendered with VESTA).54
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computational hydrogen electrode (CHE) approach, at the
electrolyte pH 0 and 1 bar of H2 in the gas phase at 298 K.55

The CHE description accuracy of the most optimal
mechanisms was confirmed at the GC-DFT level. Two
pathways were found in the literature24,56 as the most likely
mechanisms on the pristine (001) and (011) surfaces (Figure
2a). The first pathway (referred to as OER pathway A, shown

with blue arrows) was expected for the pristine (001) surface.
Another mechanism (referred to as OER pathway B, shown
with red arrows) was expected to happen on the pristine (011)
surface. The main difference between these mechanisms is the
peroxo-bridge between Bi and V atoms (intermediates 2a−4a)
that is present in pathway A, whereas pathway B includes an
OOH group adsorbed to the surface (intermediates 3b and
4b).
With the systems containing oxygen vacancies, the vacancy

creation/annihilation can be directly involved in the water
oxidation mechanism.57−59 This leads to the third OER
mechanistic pathway, in which the vacancy is effectively filled
by an oxygen atom coming from an adsorbed water molecule
(Figure 2b). The resulting system is similar to the pristine
surface, but it has two extra hydrogen atoms adsorbed, so it
keeps the reduced oxidation state of the system with a vacancy;
that is, it has two additional electrons. Such a system therefore
contains a hydrated vacancy, which leads to a modified OER
mechanism, referred to as OER pathway HV (see Supporting
Information, section 2). Starting from a hydrated vacancy, the
pristine surface is recovered after two hydrogen removals, and
then, by evolving O2, the vacancy is reintroduced (Figure S8).
The hydrogen peroxide evolution pathway (shown with

green arrows in Figure 2a) starts in the same way as OER

pathway B. Intermediate 3b, included in both of these
mechanisms, contains an OOH group in the proximity of a
hydrogen atom. Instead of oxidizing this system to form the
intermediate 4b, hydrogen peroxide can be evolved from the
system. Another possible HPER mechanism includes oxidation
of a different water molecule of intermediate 1 and forming
another OH group instead of the oxo group as in the
intermediate 2b. Two OH groups then combine directly into
hydrogen peroxide. This mechanism is not considered here, as
it is less efficient than the other pathway (see Supporting
Information).

■ RESULTS

Regarding vacancies on the (011) surface of BiVO4, we found
two stable vacancy types: a localized vacancy, o

loc, and a split

vacancy, o
split, as on the (001) surface.38 o

split was ∼0.6 eV

more stable than o
loc, and both systems have an analogous

electronic structure to their (001) surface counterparts (see
Supporting Information, section 2). Systems with o

loc have a
deep intragap state with the extra electrons being paired and,
therefore, no net magnetization. In the systems with o

split, the
electrons are no longer paired, and the system has a net
magnetization of two.
We first analyzed the OER on the (001) surface with a o

split

between the first two layers (Figure S1a), along with the
pristine surface for comparison. The efficiency of different
mechanisms can be evaluated by comparing their thermody-
namic overpotentials (ηTD). The overpotential is calculated
from the energy of the reaction step with the highest energy,
namely the potential-determining step (PDS) and the
equilibrium potential of the reaction. Steps that do not include
transfer of charged particles are grouped together with the
appropriate proton-coupled electron transfer (PCET), so that
four PCET steps are obtained as in the CHE formalism.55 The
energy differences for each reaction step are presented in the
Supporting Information (section 3). From these data, the
reaction profiles are plotted (Figures 3 and S10). The
mechanism proposed in the literature for the pristine (001)
surface (OER pathway A, in blue) is significantly less efficient
(ηTD = 1.2 V) than the mechanism happening on the (001)
surface with o

split (following OER pathway B, in red, ηTD =
0.4 V). The oxygen vacancy particularly impacts the first PCET
step, which is the PDS for the pristine system, lowering its
energy by almost 2 eV. This step consists of a hydrogen
removal, which is more efficient in all of the reaction steps
happening on a surface with a vacancy (see Supporting
Information, section 3). The subsurface vacancy introduces
additional electrons which lie in high-energy states within the
band gap and which are easily removed,38 therefore facilitating
the PCET. Hence, the subsurface split vacancies enhance OER
efficiency on the (001) surface, similarly to what was found for
vacancies localized in the surface layer.29 This is also in
agreement with recent experimental data, showing that
vacancy-rich (001) surfaces significantly improve OER
efficiency43 and favor oxygen evolution kinetics.60 As the
adsorption of water enables vacancy hydration, a system with
such a vacancy was also considered. Such a system was 0.09 eV
more stable than the system with a nonhydrated, o

split. From
this energy difference, it can be calculated that 97% of the
vacancies on the (001) surface are hydrated (see Supporting

Figure 2. (a) Water oxidation mechanistic pathways on BiVO4: OER
pathway A, OER pathway B, and HPER pathway; (b) vacancy
hydration.
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Information). This implies that most of the subsurface
vacancies tend to become hydrated when the BiVO4 electrode
is immersed in water. The OER mechanism with a hydrated
vacancy, pathway HV (shown in brown), is not efficient on this
surface because of its last two reaction steps, which correspond
to a single PCET step (ηTD = 2.0 V). In this step, the vacancy
is reintroduced into the surface, which has a high cost in
energy (Figure S8). However, the first two PCET steps of
these pathways (oxidation of the hydrated vacancy) are
thermodynamically favorable.
For OER on the (011) surface, an analogous set of

calculations was performed, and energy differences for each
reaction step are presented in the Supporting Information
(section 3). The corresponding reaction profiles are shown in
Figures 3 and S11. The mechanism proposed in the literature
for the pristine (011) surface (OER pathway B, shown in red)
is the most efficient, with the second step being potential
determining (ηTD = 0.9 V). With respect to the pristine surface,
the OER efficiency is reduced when the vacancy is introduced
(shown in blue, ηTD = 2.2 V), in contrast to what was found for
the (001) surface. Again, we considered the possibility of
vacancy hydration. The system containing a hydrated vacancy
was 0.20 eV less stable than the system with a nonhydrated
(split) vacancy. From this difference, it can be estimated that
the amount of hydrated vacancies on the (011) surface is
approximately 0.05%, which is negligible compared to their
amount on the (001) surface (97%), where vacancy hydration
was found to be thermodynamically favored. Analogously to
what was found for the (001) surface, OER on the (011)
surface with hydrated vacancy, pathway HV (shown in brown),
is inefficient because of its last PCET step (ηTD = 2.8 V), while
the first two steps (i.e., the oxidation of the hydrated vacancy)
are thermodynamically favorable.
For the HPER, there are four systems in total to consider:

the (001) and (011) surfaces, both pristine and with a o
split

(Figures 3 and S12). For the (011) surface with a o
split, the

relevant intermediate (2b) could not be stabilized, and the
HPER on this system is considered in the Supporting
Information (section 3). Out of the remaining three systems,
the preferred mechanism takes place on the pristine (011)
surface, with the first step being the PDS. Its overpotential ηTD
is equal to 0.4 V. We would like to note that Siahrostami et al.
found a favorable ηTD of 0.2 V for HPER on the (111)
surface,61 where we would expect a higher HPER activity.
However, if we consider the equilibrium nanoparticle shape

coming from the Wulff construction, the (111) surface
represents a minor fraction of the total area (less than 1%,
see Supporting Information, section 2.1).21 Therefore, we kept
the two most stable surfaces in our analysis.
For completeness, to confirm the accuracy of the used CHE

approach and the PBEsol functional, we also performed
calculations with GC-DFT at constant applied potentials and
with a modified PBE0 functional with 10% exact exchange,
respectively (see Supporting Information, sections 3.5 and
3.6). For the surface-charging method (GC-DFT), we took
into account only the PDS of the two favored reactions (OER
on the (001) surface with vacancy and HPER on the pristine
(011) surface) at an applied potential of 1.6 V (vs SHE). This
is the equilibrium potential of the former reaction at the CHE
level. The energy of the PDS changes by less than 0.2 eV
compared to the CHE approach at constant charge (Figure
S16), therefore supporting the adequacy of our method.
Similarly, using a hybrid functional for OER on the (001)
surface with vacancy did not significantly alter the water
oxidation energies (Figure S17).
So far, we have compared different mechanisms on the same

surface; now, we compare the most suitable reaction
mechanisms between different surfaces (Figure 4). In order

Figure 3. Gibbs free energy profile of water oxidation on BiVO4 (some steps are merged so that the resulting steps all include a PCET). Blue, OER
pathway A; red, OER pathway B; brown, OER pathway HV; green, HPER pathway. The most optimal mechanism for each case (the lowest PDS)
is represented with a thicker line.

Figure 4. Most advantageous water oxidation reactions on BiVO4
with the energies of their respective potential-determining steps. Two
favorable processes are represented with a thicker arrow.

ACS Catalysis pubs.acs.org/acscatalysis Letter

https://doi.org/10.1021/acscatal.1c03256
ACS Catal. 2021, 11, 13416−13422

13419

134

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



to elucidate the water oxidation selectivity, we compare the
PDS energies directly instead of the overpotentials, as OER
and HPER have different equilibrium potentials. Comparing
OER on the (001) and (011) surfaces, we see that OER
happens more easily on the (001) surface, as the PDS is lower
in energy (1.6 eV, surface with vacancy) than on the (011)
surface (2.1 eV, pristine surface). Both of these reactions
follow the pathway B, so we conclude that the pathway A does
not happen on BiVO4 in the presence of oxygen vacancies. The

OER on the (001) surface with o
split is also the overall most

favorable water oxidation reaction on all of the systems
considered, increasing by less than 0.2 eV at an applied
potential of 1.6 V (Figure S16a). The second most
energetically favorable reaction is HPER on the pristine
(011) surface with the PDS of 2.1 eV (which decreased by
only ∼0.1 eV at an applied potential of 1.6 V, Figure S16b).
This reaction has the equivalent PDS as the OER on the same
surface. However, the second PCET step that ultimately
produces hydrogen peroxide (1.4 eV) is lower in energy than
the second PCET step of the OER reaction, which stops at the
intermediate 2b formation (2.0 eV). This implies that the
(011) surface is more favorable for HPER than for OER. The
results also suggest that oxygen vacancies in the subsurface
favor oxygen evolution, whereas HPER is more favorable on
the pristine material. Our theoretical prediction explains recent
experiments,44 showing that V2O5-treated BiVO4, which has a
lower amount of oxygen vacancies than the pristine material,
favors HPER over OER.
It is known that bicarbonate is needed as the electrolyte for

an efficient H2O2 evolution reaction on BiVO4.
9,11,13 We

propose that the bicarbonate ions may have a role in
detrapping vacancies by lowering the barrier for vacancy
hydration, as the oxygen vacancies are not thermodynamically
stable at the potentials needed for water oxidation (they are
only present because they are kinetically trapped). Con-
sequently, removing the vacancies from the surface would shift
the selectivity toward H2O2. However, this hypothesis would
need to be tested by further calculations and experiments.
In conclusion, by modeling all of the reaction intermediates

for different water oxidation mechanisms, we have shown that
the most favorable electrochemical process on BiVO4 is the

OER on the (001) surface with a subsurface o
split. The most

energetically demanding proton-coupled electron transfer step
for this reaction has an energy of 1.6 eV (ηTD = 0.4 V). The
second most favorable process is hydrogen peroxide evolution
reaction on the pristine (011) surface, with the most
energetically demanding PCET step being 2.1 eV (ηTD = 0.4
V). Therefore, if no oxygen vacancies are present in the
material, HPER on the (011) surface becomes the most
favorable reaction. We have also shown that it is
thermodynamically favored to fill oxygen vacancies on the
(001) surface with a water molecule (vacancy hydration),
which can further influence the photocatalytic activity of
BiVO4 by changing the number of split vacancies on its surface.
Our results highlight the crucial impact of oxygen vacancies,
not only on the catalytic activity but also on the water
oxidation selectivity on ternary metal oxides. By controlling the
exposed surface facet and the vacancy content, selectivity can
be driven toward either OER or HPER, which is important for
the design of novel photoelectrodes.
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Mixed excitonic nature in water-oxidized BiVO4 surfaces with defects
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BiVO4 is a promising photocatalyst for efficient water oxidation, with surface reactivity determined by
the structure of active catalytic sites. Surface oxidation in the presence of oxygen vacancies induces electron
localization, suggesting an atomistic route to improve the charge transfer efficiency within the catalytic cycle.
In this paper, we study the effect of oxygen vacancies on the electronic and optical properties at BiVO4 surfaces
upon water oxidation. We use density functional theory and many-body perturbation theory to explore the change
in the electronic and quasiparticle energy levels and to evaluate the electron-hole coupling as a function of
the underlying structure. We show that while the presence of defects alters the atomic structure and largely
modifies the wave-function nature, leading to defect-localized states at the quasiparticle gap region, the optical
excitations remain largely unchanged due to the substantial hybridization of defect and nondefect electron-hole
transitions. Our findings suggest that defect-induced surface oxidation supports improved electron transport,
both through bound and tunable electronic states and via a mixed nature of the optical transitions, expected to
reduce electron-hole defect trapping.

DOI: 10.1103/PhysRevMaterials.6.065402

I. INTRODUCTION

Metal oxide semiconductors serve as promising photoan-
odes for solar-driven water splitting processes [1]. Bismuth
vanadate (BiVO4) is a famous example of exceeding inter-
est, being relatively stable, nontoxic, and long lasting, with
absorption well within the solar spectrum [2–10], and with
suitable electronic properties for efficient oxygen evolution re-
action (OER) [4,6,11,12]. Despite these appealing properties,
electron conductivity and carrier transport through BiVO4

surfaces are found to be relatively low [13–15], greatly lim-
iting its use in practical applications. This low conductance
is typically attributed to fast charge recombination and po-
laronic interactions [16,17], strongly coupled to the surface
structure [18–25] and the conditions in which it was prepared
[9,19,26,27]. A broadly explored pathway to improve BiVO4

functionality is through electronic doping upon element sub-
stitution and the introduction of vacancies near the interacting
BiVO4 surface [16,18,28,29]. These induce modified elec-
tronic densities and allow controllable electron mobility and
electron-hole recombination rates [14,30–32].

Oxygen vacancies are abundant intrinsic defects in BiVO4

that can also be generated and controlled via external
treatments, such as hydrogen annealing and nitrogen flow
[16,33,34]. By acting as n-type donors, these defects hold
the promise to significantly increase the water oxidation
reaction yield [15,27,35–37]. From an electronic structure
point of view, oxygen vacancies introduce localized electronic

*Corresponding author: sivan.refaely-abramson@weizmann.ac.il

states, allowing tunable electronic band gaps and suggesting
an enhancement of the separation between photogenerated
electrons and holes and an improved absorption cross sec-
tion of the visible light [15,16,35,38]. On the other hand,
localized defect states are considered as active electron-hole
recombination centers, which can trap the photogenerated
energy carriers—namely, excitons—and consequently reduce
the electronic conductivity and the electron and energy trans-
fer efficiency associated with it [27,39–42]. The role of
oxygen vacancies in photogenerated carrier transport thus
remains controversial, and a comprehensive understanding
of the involved defect-induced phototransport mechanisms is
still lacking.

Recent density functional theory (DFT) studies found that
a structurally stable split oxygen vacancy, in which the va-
cancy is shared between two neighboring vanadium atoms in
the form of a V-O-V bridge, is pivotal to the catalytic reac-
tion that produces molecular oxygen upon water adsorption
at thermodynamically stable (001) BiVO4 surfaces [25,35].
These studies showed that the change in surface structure
and the underlying chemical bonding due to oxygen va-
cancies strongly influence the adsorbate. In particular, the
main steps within the OER involve either a peroxo bridge
between the Bi and V atoms at the surface, or a surface-
oxo group evolving into an OOH group [25]. The electronic
structure associated with the defects is thus expected to
vary due to significant surface-structure modifications within
the various steps in the catalytic reaction. The electronic
states and the electron-hole binding associated with the va-
cancies within the catalytic reaction are hence nontrivial,
and a predictive assessment of the electronic and excitonic

2475-9953/2022/6(6)/065402(6) 065402-1 ©2022 American Physical Society
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FIG. 1. Four BiVO4 surface structures upon water adsorption,
studied in this work: (a) a pristine surface, with full water cov-
erage; (b) a pristine-peroxo surface, in which one water molecule
per repeating cell went through oxidation; (c) a surface including
a split vacancy with full water coverage; and (d) a split-vacancy-oxo
surface, in which one water molecule per repeating cell went through
oxidation. Oxidized water molecules are marked by red circles; black
arrows represent the structural change upon oxidation. The split
vacancy, appearing as a V-O-V bridge, is marked with a black dashed
circle and denoted by “SV.” Each structure represents the repeating
unit cells in the â, b̂ direction; the ĉ direction contains six layers as
well as additional vacuum, and is shown in the SM [43] for the case
of the pristine system.

fine structure as a function of these structural modifications
is required.

In this work, we study the effect of oxygen vacancies on
the electronic and excitonic properties in BiVO4 upon surface
water oxidation. We use DFT and many-body perturbation
theory within the GW and GW -Bethe-Salpeter equation (GW -
BSE) approximation to calculate the quasiparticle energies
and the electron-hole coupling for representative structures
found to be stable during the water oxidation stage in the
catalytic cycle. We explore how the introduction of oxygen
vacancies and the charge localization associated with it in-
fluence these properties. Our results show defect-localized
states near the valence region, resulting from the underlying
chemical bonding, with the quasiparticle band gap largely
unchanged upon the inclusion of surface defects. This leads to
largely mixed exciton states, hybridizing transitions between
defect and nondefect bands. We find that due to this mixing,
and unexpectedly, the presence of defects does not alter the
exciton binding energy in the examined systems.

II. METHODOLOGY

The studied systems are shown in Fig. 1. Our focus is on
the monoclinic scheelite of BiVO4, considered to be the active
phase at room temperature. We examine the thermodynami-
cally most stable surface, that is the (001) facet. The calculated
unit cell includes six layers, each containing four Bi and four
V atoms, with a vacuum of 14 Å separating repeating cells
along the ĉ direction [see Supplemental Material (SM) [43]].

Atomic structures were relaxed using the Perdew-Burke-
Ernzerhof functional revised for solids (PBEsol) following
previous studies [35]. This sets a reliable DFT starting point
for many-body perturbation theory. We note, however, that
polaronic effects may induce additional localization and vary
the electronic picture [27]. We consider four main structures
occurring within two oxidation pathways, recently suggested
to play a key role in the photocatalytic cycle [25]: a pris-
tine BiVO4 surface [Fig. 1(a)]; the same system after one
water molecule per cell went through oxidation, resulting in
a surface-peroxo group [Fig. 1(b)]; a BiVO4 surface with a
subsurface split vacancy (SV) [Fig. 1(c)]; and the same system
after one water molecule per cell went through oxidation in
the presence of a vacancy, resulting in a surface-oxo group
[Fig. 1(d)].

In the following, we present the calculated quasiparti-
cle and excitonic properties associated with these structures,
and examine the electronic distribution and electron-hole
coupling as a function of oxidation with and without the
subsurface defects. To compute the single-particle electronic
structure and the wave functions of the examined sur-
faces, we employ density functional theory (DFT) within
the Perdew-Burke-Ernzerhof (PBE) approximation [44] for
the exchange-correlation functional including spin-orbit cou-
pling, using the QUANTUM ESPRESSO package [45]. The
resulting DFT energies and wave functions are then used as
a starting point for our many-body perturbation theory calcu-
lations, performed within the BERKELEYGW package [46]. We
compute quasiparticle energy corrections applying the G0W0

approach within the generalized plasmon-pole model for the
frequency dependence of the dielectric screening [47]. Fol-
lowing standard converging procedures, we consider a 30 Ry
screening cutoff energy and a total of 3500 electronic bands,
among them 1280 being occupied. Owing to small band dis-
persion (see SM) and the large size of the repeating cell, we
sample the reciprocal space with a relatively coarse uniform
k-point grid of 2 × 2 × 1. To account for electron-hole cou-
pling and excitonic properties, we employ the Bethe-Salpeter
equation (BSE) formalism within the Tamm-Dancoff approx-
imation [48], while considering 14 valence (occupied) bands
and 16 conduction (empty) bands in the coupling matrices (see
full computational details in the SM [43]).

III. RESULTS AND DISCUSSION

Figure 2 shows the computed DFT electronic energies
and the GW quasiparticle energies, as well as the associated
band gaps, for the pristine, pristine-peroxo, split-vacancy, and
split-vacancy-oxo surface structures, respectively. Due to the
relatively small band dispersion in the examined systems (see
SM), we present the calculate values only at the � point
aligned to the highest occupied state that does not have a
defect character (absolute alignment between GW and DFT
of the defect/oxo states is given in the SM [43], as well as
full DFT band structures). Blue and orange colors represent
the valence band maximum (VBM) and conduction band
minimum (CBM), respectively. Black lines represent defect-
and surface-oxidized states at the gap region. For the pristine
system [Fig. 2(a)], the GW opens up the DFT (PBE) gap
significantly (by 1.7 eV), to a value of 3.8 eV. This GW
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FIG. 2. Calculated DFT and GW electron and quasiparticle en-
ergies and band gaps, for the (a) pristine, (b) pristine-peroxo,
(c) split-vacancy, and (d) split-vacancy-oxo systems at the � point.
Pristinelike CBM and VBM states are indicated in orange and blue
dashed lines, respectively, and additional oxo and defect energy
levels are shown as black dashed lines. The projected density of states
of each of the surface structures onto the atomic contributions is also
shown (violet: Bi; gray: V; red: O; white: H), with the dashed line
corresponding to the total density of states.

gap is slightly larger than the ones reported before for the
bulk system, of 3.4–3.6 eV [8]. The gap increase is expected
due to the reduced dielectric screening upon the inclusion of
vacuum above the surface [49]. Upon water oxidation and
the formation of a surface-peroxo group [Fig. 2(b)], the DFT
results show an additional occupied in-gap state, which is
shifted down to the VBM when including GW quasiparticle
corrections.

In the presence of split vacancies [Fig. 2(c)], defect states
marked as d1,2 appear in the gap region. In this structure, the
GW gap of 2.9 eV is significantly smaller than in the pristine
case. We associate this gap reduction to fractional occupation
at the CBM region, in particular to electrons localized at two
V4+ sites, previously shown to be responsible for the instabil-
ity of this structure [25,27,35]. Notably, upon oxidation of the
defect surface [Fig. 2(d)], three occupied in-gap states, largely
localized on the oxo group, appear at the valence edge region.
The quasiparticle GW gap obtained is similar to the pristine
and pristine-peroxo cases. These results suggest that the pres-
ence of oxygen vacancies induces localized states in addition
to the pristinelike ones, in agreement with previous findings
[15,27,50,51], which change their nature upon surface water
oxidation. As we show in the following, these changes in the
quasiparticle spectra result from the involved modifications in
the chemical bonding around the missing atoms.

To further quantify the defect- and oxidation-induced
change in the electronic structure, we examine the wave-
function coupling before and after water oxidation, for the
two pristine and the two split-vacancy structures. For this, we
evaluate the coupling matrix elements between the computed

FIG. 3. (a) Calculated coupling matrix elements
SAB = |〈φA|φB〉|2 between DFT electronic states of the pristine
and pristine-peroxo systems, where 0 denotes no overlap and 1
denotes complete overlap. (b) Same as in (a) for the comparison
between split-vacancy and split-vacancy-oxo systems.

DFT wave functions of each two structures. We define the
overlap matrix SAB = |〈φA|φB〉|2, where A and B are different
systems, and φ is an electronic Kohn-Sham state in a plane-
wave basis set. As anticipated above, it is enough to only
discuss the S matrix at the � point, as the other k points
show a similar behavior due to the small band dispersion
in the Brillouin zone (see SM [43]). Figure 3(a) shows the
computed overlap between the pristine and pristine-peroxo
structures, S = |〈φpris|φpris-peroxo〉|2. For this case, we find sub-
stantial coupling between the two systems—before and after
surface oxidation—at the valence and conduction areas. As
expected, the additional peroxo-localized in-gap states have
negligible overlap with any of the pristine bands, suggesting
that the local modification due to the surface oxidation and the
peroxo formation is small.

In contrast, in the presence of subsurface split-vacancy de-
fects, this picture becomes more complicated. The computed
overlap between the split-vacancy and split-vacancy-oxo
structures, S = |〈φsv|φsv-oxo〉|2 [Fig. 3(b)] shows that while
few bands around the valence and conduction area remain
of a similar nature, the defect states largely change their
nature after surface oxidation. As a result, we find neg-
ligible overlap between defect states with water surface
adsorbates [Fig. 2(c)] and defect states with oxidized adsor-
bates [Fig. 2(d)]. In other words, there are significant changes
in the wave-function nature due to the surface-oxo bonding
and the structural changes associated with it. We further note
that the overlap matrix elements vanish almost completely
when comparing between the pristine and the split-vacancy
structures, and between the pristine-peroxo and the split-
vacancy-oxo structures (see SM [43]). This suggests that the
presence of oxygen vacancies leads to changes in the underly-
ing bonding, which completely modifies the electronic wave
functions. In addition, surface oxidation changes the surface
bonding in the presence of defects, leading to the observed
modifications in the electronic and quasiparticle spectra.

Having identified the change in electronic states and quasi-
particle energy levels upon surface water oxidation and in the
presence of defects, we now turn to compute the electron-hole
coupling and the associated optical and excitonic properties.
Figure 4 shows the calculated GW -BSE absorption spectra
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FIG. 4. (a) Calculated GW -BSE absorption spectra for the three main polarization directions, as well as electron-hole transitions contribut-
ing to the absorption peaks, for the pristine-peroxo system. Contributions from occupied (hole) bands are shown in blue, from unoccupied
(electron) bands in orange, and from localized peroxo and oxo bands in black. Each dot in the lower panel represents the band contribution to the
exciton as a function of the excitation energy, weighted by the oscillator strength at the dominating polarization direction (b̂). (b) Representative
wave-function distributions corresponding to the electron and hole Kohn-Sham states with the largest contribution to the low-energy absorption
peaks. (c), (d) Same as in (a), (b) for the split-vacancy-oxo system. The exciton contributions are weighted with oscillator strength at the â
polarization direction, which is the dominating one in this structure.

of the two oxidized surfaces with and without subsurface
defects, pristine-peroxo and split-vacancy-oxo, upon optical
excitation with light polarized at the three main crystal di-
rections. The absorption peaks are further analyzed through
the electron-hole transitions composing them. We first note
that in both structures, the absorption oscillator strengths at
the â and b̂ polarization directions are much larger than at
the ĉ direction, suggesting that in-plane excitations dominate
the spectra. However, while the lowest excitation peak in
the pristine-peroxo case is at the b̂ polarization direction, in
the split-vacancy-oxo case it is at the â direction, serving
as another signature of the significant underlying structural
changes involved upon the presence of defects.

For the pristine-peroxo structure [Fig. 4(a)], the lowest
bright excitation is at 3.08 eV, and the low-energy absorption
peak is at 3.23 eV. These excitation energies are in good agree-
ment with experimental findings, where the optical gap is
found at ∼3 eV [22,52–54]. The differences between the com-
puted quasiparticle and optical gaps point to a relatively large
exciton binding energy, on the order of 0.6 eV, suggesting
strong electron-hole coupling. We note that this energy differ-
ence does not include lattice relaxation processes, which can
largely reduce the band gap in these materials [11,52,53,55].

The computed excitation energies for the nonoxidized pristine
case are very similar (see the computed absorption in the SM
[43]), and are in good agreement with previous calculations
for the bulk pristine system [8]. Such an agreement between
surface and bulk structures can be explained by the local
nature of the electron-hole interactions, leading to small long-
range surface effects on the computed excitation energies.
This points to larger exciton binding energies at the surface
compared to the bulk, as expected, due to an increase in the
quasiparticle gap while the optical gap remains similar.

The exciton coefficients for each excitonic state S, AS
vck,

quantify the coupling between an electron at band c and a
hole at band v, at the k point k. Electron-hole transitions
composing the absorption spectra of the pristine-peroxo sys-
tem are shown below the corresponding absorption energies in
Fig. 4(a). The dot size represents the relative magnitude of the
normalized exciton contribution,

∑
vk |AS

vck|2 for unoccupied
(c) bands and

∑
ck |AS

vck|2 for occupied (v) bands, summed
over all k points and scaled with the oscillator strength at the
dominating polarization direction, so that only bright peaks
are shown (contributions weighted by the other polarization
directions are shown in the SM [43]). This analysis allows
us to quantify the contribution from each electron/hole state
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(orange/blue dots, respectively) to each one of the computed
excitons. Black dots represent localized and occupied surface
oxidation states, associated with the dashed black energy lev-
els in Fig. 2(b). The electron/hole wave functions with the
most significant contributions to low-lying excitons are shown
in Fig. 4(b). Notably, the lowest bright exciton around 3.1 eV
is primarily composed of transitions between the conduction
electron band e1 and a hole band below the valence region h1.
We note that this hole state is mainly localized at the bottom
layer and thus may have increased delocalization when more
layers are included, bringing it closer to the higher-energy
hole states at the valence region. The peak around 3.2 eV
already includes multiple electron-hole transitions, with ad-
ditional contributions from occupied states localized at the
oxidized surface-peroxo group, as well as other hole and elec-
tron states which are not associated with the surface-peroxo
group.

This hybridized excitation nature is also present upon
the inclusion of subsurface defects in the oxidized structure
[Figs. 4(c) and 4(d)]. The lowest bright excitation is at 3.08 eV,
and the low-energy absorption peak is at 3.22 eV, similarly to
the pristine case. In contrast to the nondefective structure, in
this case, defect-localized oxo states play a significant role in
the excitation. The electron-hole contributions from defect-
induced oxo states are shown as black dots in Fig. 4(c) and
the associated wave functions are presented in Fig. 4(d). No-
tably, our GW-BSE results suggest that the associated excitons
strongly mix defect and nondefect transitions. As a result,
the overall peak position does not change compared to the
nondefect case. Since the quasiparticle gap is also similar in
both systems, the exciton binding energy associated with the
low-energy excitation peak remains unchanged upon defect
formation. However, the absorption contribution at the various
polarization directions changes due to the modification in the
underlying structure, reflecting a change in the directionality
of the wave-function components, as discussed above.

Our results show that the low-energy exciton peaks, domi-
nating the photoexcitation, are of a highly hybridized nature,
which eventually leads to comparable excitation energies
between the nondefect and the defect oxidized surface struc-
tures. This is a direct outcome of the localized nature of both
nondefect and defect states in this system, as is also evident
by the large quasiparticle gap and the electron-hole binding
energies found with and without defects. This suggests that
the role of oxygen vacancies in the associated catalytic cy-

cle mainly comes to play in the structural modification and
stabilization upon water oxidation. Such a modification leads
to near-gap surface states which can support the improved
charge transfer, in particular upon defect charging expected
to occur through electronic transport and pushing those bands
deeper into the gap [15]. However, our computations show
that the electron-hole transitions composing the excitons are
hybridized and include both pristine and defect states, sug-
gesting that defects cannot be trivially treated as charge traps.
This implies that the many-body excitonic picture associated
with photogeneration processes on BiVO4 surfaces in the
presence of defects can support improved carrier transport.

IV. CONCLUSION

To conclude, in this work we explored how subsurface
defects alter the electronic and excitonic properties in BiVO4

upon surface water oxidation. We find that the state local-
ization due to structural modifications strongly influences the
quasiparticle charge distributions and energy levels. However,
oxygen vacancies only slightly change the exciton states, due
to hybridized electron-hole transitions which mix defect and
pristine states at similar energy regions. Our study presents a
connection between the change in chemical bonding due to
the presence of defects and the subsequent variations in the
electronic band structure, wave functions, and optical exci-
tations, demonstrating the nontrivial effect of defects on the
mechanisms in which light is stored and energy is transferred
in BiVO4.
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Insights into the Role of Graphitic Carbon Nitride as a Photobase in
Proton-Coupled Electron Transfer in (sp3)C� H Oxygenation of
Oxazolidinones

Alexey Galushchinskiy+, Yajun Zou+, Jokotadeola Odutola, Pavle Nikačević, Jian-Wen Shi,
Nikolai Tkachenko, Núria López, Pau Farràs, and Oleksandr Savateev*

Abstract: Graphitic carbon nitride (g-CN) is a transition metal free semiconductor that mediates a variety of
photocatalytic reactions. Although photoinduced electron transfer is often postulated in the mechanism, proton-coupled
electron transfer (PCET) is a more favorable pathway for substrates possessing X� H bonds. Upon excitation of an
(sp2)N-rich structure of g-CN with visible light, it behaves as a photobase—it undergoes reductive quenching
accompanied by abstraction of a proton from a substrate. The results of modeling allowed us to identify active sites for
PCET—the ‘triangular pockets’ on the edge facets of g-CN. We employ excited state PCET from the substrate to g-CN
to selectively cleavethe endo-(sp3)C� H bond in oxazolidine-2-ones followed by trapping the radical with O2. This
reaction affords 1,3-oxazolidine-2,4-diones. Measurement of the apparent pKa value and modeling suggest that g-CN
excited state can cleave X� H bonds that are characterized by bond dissociation free energy (BDFE) �100 kcalmol� 1.

Introduction

Oxidation and reduction of organic molecules based on
single electron transfer (SET) can be designed by employing
excited states of organic molecules,[1] transition metal
complexes[2] and semiconductors,[3] which are collectively
called ‘photocatalysts’. SET reactions are energy demanding
because they produce charged radical intermediates–cations
and anions,[1] and require the excited state of the photo-
catalyst to be sufficiently oxidative and/or reductive. Redox
reactions become facile when coupled with transfer of a
proton—proton-coupled electron transfer (PCET, Fig-
ure 1a).[4] Unlike radical ions formed by SET, the products
of PCET are electrically neutral radicals. The nature of
PCET process makes the process more dependent on
thermodynamic factors and kinetic behavior of a proton,
including acid-base interaction between the substrate and

the catalyst and tunneling effects, rather than on pure
electrochemistry to lower the energy barriers for transition
states.[5,6] In fact, the activation energy is sufficiently low to
drive efficient enzyme-catalyzed biochemical redox proc-
esses at low temperature.[7,8]

In the last decade, effortless and selective modification
of X� H sites in organic molecules by means of PCET driven
by photoredox catalysis has attracted close attention.[9–11] By
combining a sufficiently oxidative excited state of a molec-
ular sensitizer, such as an Ir-polypyridine complex, with a
Brønsted base, it is possible to cleave relatively strong N� H
and O� H bonds in amides and phenols to generate alkoxy
and amidyl radicals respectively via oxidative multisite
PCET.[12,13] In water, a base/oxidant couple delivers the
required amount of energy to be used for homolytic X� H
bond cleavage in a substrate, formal bond dissociation free
energy (FBDFE, kcalmol� 1), which is defined by the pKa of
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the acid conjugated to the Brønsted base and reduction
potential of the sensitizer excited state (E*red, V vs. NHE):[4]

FBDFE ¼ 1:37pKa þ 23:06E*red þ 57:6 (1)

On the other hand, due to the presence of functional
groups capable of acid-base interactions with a substrate
molecule, the excited state of organic dyes, such as Eosin
Y,[14] acts as hydrogen atom transfer (HAT) agent itself
without adding an auxiliary base. Furthermore, inorganic
semiconductors and oxoclusters are capable of engaging in
PCET upon excitation with light.[15,16] The structure of
heptazine-based graphitic carbon nitride (g-CN) is rich in
pyridinic-like nitrogen centers.[17] Therefore, its excited state
enables PCET from proton donors.[18–20] g-CN materials
were postulated to mediate a number of reactions via PCET
either explicitly or implicitly,[21,22] also in combination with
organic bases. Related to conversion of organic molecules,
cyanamide-modified carbon nitride with tributylmeth-
ylammonium dibutylphosphate as a base generates N-
centered radical from carbamate, which undergoes intra-

molecular Giese addition to an allylic moiety.[23] Mesoporous
g-CN (mpg-CN hereafter) in combination with Br* produces
an alkyl radical from N,N-dialkylformamide and enables the
subsequent C� C cross coupling with arylhalides.[24] In
combination with N-hydroxyphthalimide (NHPI), g-CN is
used for oxygenation of allylic C� H bonds.[25] Our own
results strongly suggest that ionic carbon nitride, potassium
poly(heptazine imide) (K-PHI), is capable of abstracting
electrons and protons from amines and store them as
separated charges within the material.[26,27] The photo-
charged K-PHI is then used in reductive PCET to overcome
high stability of otherwise non-reducible aryl halides and
produce parent Ar� H compounds.[27]

Although the pKa of protonated mpg-CN has not been
reported, considering its nitrogen-rich structure, the valence
band potential (EVB) of +1.45 V vs. NHE and equation (1),
we expect its excited state to be able to cleave C� H bonds,
even those with moderate and relatively high BDFE. In
particular, mpg-CN can oxidize N-alkyl amides, in which
C� H BDFE is �89–94 kcalmol� 1,[24] to their corresponding
imides. An example of such a valuable imide moiety is 1,3-

Figure 1. Concept of this article. a) Intermediates and features of oxidative SET and PCET catalytic pathways. b) Examples of biological activity of
oxazolidinedione-containing molecules. c) Formation of 1,3-oxazolidine-2,4-diones reported in literature and in this work.
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oxazolidine-2,4-diones (Figure 1b, see discussion in the
Supporting Information). Despite their high demand, the
synthesis of 1,3-oxazolidine-2,4-diones remains challenging
and inconvenient (Figure 1c). While the formation of 5-
ylidene-substituted derivatives is achieved by base-catalyzed
ring formation of propargylic amides with carbon dioxide,[28]

regular oxazolidinediones usually require cyclization of a
carbonate synthon, such as iso(thio)cyanates and α-
hydroxycarboxylates,[29] which are not as readily available.
An easier approach would be the oxidation of 1,3-oxazoli-
dine-2-ones, which are either commercially available or
conveniently prepared from the corresponding vicinal ami-
noalcohols, or by the reaction between oxiranes and
isocyanates.[30] However, this pathway is not as easily
achievable since oxazolidinones are quite stable against
oxidation. A peak potential Ep >1.67–2.72 V vs. SCE was
reported,[31] requiring strong oxidizers. Indeed, there are
only two publications on successful oxidation of oxazolidi-
nones at the 4th position of the ring. In 1982, Gramain et al.
reported the photocatalytic reaction of oxazolidin-2-one 1a
with oxygen under irradiation with a high pressure mercury
lamp using benzophenone as a catalyst over the course of
68 hours at room temperature.[32] In 2005, Gao et al.
achieved electrolytic partial fluorination of N-substituted
oxazolidinones, where non-acyl substituents yielded unstable
4-fluoro derivatives, which were then hydrolyzed and
oxidized further to diones.[31] These methods involve rather
harsh conditions, such as strong UV irradiation or corrosive
acidic fluoride solutions.

Herein, we choose the synthesis of 1,3-oxazolidine-2,4-
diones from the corresponding oxazolidinones to study
PCET with mpg-CN upon band gap excitation. Due to dual
function, organobase and a sensitizer, mpg-CN excited state
cleaves selectively an endocyclic C� H bond in a β-position
to the amide nitrogen followed by trapping of the interme-
diary C-centered radical with O2. Experimental data as well
as DFT simulations indicate that combination of mpg-CN
surface basic character and the potential of the valence band
allows to cleave X� H bonds with �100 kcalmol� 1.

Results and Discussion

Compound 1b possesses endo- and exo-CH2-groups. There-
fore, it is a convenient platform to investigate selectivity of
oxygenation. Secondary amides are usually oxidized more
easily compared to tertiary amides due to the possibility of
proton abstraction or its migration to oxygen.[33] In fact,
some synthetic procedures rely mechanistically on the path-
way of N-acylimine formation during oxidation.[34] There-
fore, on the one hand, oxygenation of tertiary amides
represents a synthetic challenge; on the other hand, the goal
of the research is to establish a synthetic procedure suitable
both for N-substituted and unsubstituted substrates.

The first round of screening involved testing of a series
of heterogeneous carbon nitride photocatalysts prepared in
our lab: mpg-CN,[35] potassium poly(heptazine imide) (K-
PHI)[36] and sodium poly(heptazine imide) (Na-PHI).[37] The
reaction was carried out under an oxygen atmosphere in

acetonitrile under blue light irradiation (465�10 nm). The
highest yield of oxazolidinedione 2b (25.5% by qNMR with
incomplete conversion of 1b) was obtained with the mpg-
CN photocatalyst (Table 1). mpg-CN also produces 2b after
three rounds of reuse (see Supporting Information for
details).

K-PHI and Na-PHI gave 2b with lower yields likely due
to moderate surface area of a few tens of m2g� 1.[37,38]

Molecular sensitizers, such as Riboflavin tetraacetate, Rhod-
amine B and Eosin Y gave 2b, but with much lower yields,
which nevertheless could be explained by the presence of
carbonyl and/or carboxyl functionalities in their structure,
which could enable PCET from 1b in the absence of the
external base. Indeed, the excited state of Eosin Y was
identified as a direct HAT agent.[14] Although benzophenone
was reported earlier to oxidize 1a, likely due to interaction
of amide NH with the photocatalyst C=O group, it failed to
convert 1b.[32] The excited states of Ir- and Ru-complexes
are powerful SET agents, but in the absence of exogeneous
base capable of engaging in multisite PCET they also failed
to produce 2b.[5] CdS and WO3 did not give 2b in significant
quantity likely due to a lack of sufficient number of basic

Table 1: Screening for the optimal reaction conditions of oxazolidinone
oxidation.[a]

[a] Reaction conditions: 0.05 mmol of 1b, O2 (1 bar), 2 mL of solvent
(0.025 M), LED irradiation, catalyst: 5 mg (for heterogeneous,
100 gmol� 1), 5 mol.% (for homogeneous); yield values were obtained
by quantitative 1H NMR using 1,3,5-trimethoxybenzene as an internal
standard. [b] the catalysts were screened using an optimal light source
with respect to their absorption maxima, see Supporting Information
for details; acetonitrile was used as a solvent. RFTA—riboflavin
tetraacetate. [c] mpg-CN was used as a catalyst with acetonitrile as a
solvent. [d] mpg-CN was used as a catalyst under white LED
irradiation. [e] blue LED (465 nm). [f ] UV LED (365 nm). Photon fluxes
of LED sources: UV LED (365 nm) 0.2 μmolcm� 2 s� 1; purple LED
(410 nm) 0.4 μmolcm� 2 s� 1; blue LED (465 nm) 0.8 μmolcm� 2 s� 1;
green LED (535 nm) 0.4 μmolcm� 2 s� 1; red LED (625 nm)
1.6 μmolcm� 2 s� 1.
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sites on the surface that are capable to participate in the
PCET. In Table 1, where the yield of 2b is low, conversion
of 1b is also close to zero. Control experiment performed
under Ar confirmed that oxygen is primarily transferred
from air. The reaction did not proceed in the absence of
mpg-CN and irradiation at 465 nm. However, irradiation at
365 nm in the absence of mpg-CN gave 2b with 10% yield
(photochemical process). Illumination with white LED
increased the yield of 2b to 55.5% after 24 h irradiation
time, which is due to a substantial contribution of 450 nm
photons in the LED emission spectrum (Figure S28). mpg-
CN produced 2b with the yield 70% when excited at
365 nm. Assuming that 10% of the yield is due to photo-
chemical conversion of 1b (without mpg-CN), the remaining
60% constitutes the photocatalytic part of the yield, which is
close to 56% obtained upon mpg-CN excitation with white
LED. Compared to other solvents (see Supporting Informa-
tion), due to polarity, chemical stability and lack of reactive
C� H bonds, acetonitrile is the most suitable solvent to
perform oxygenation of oxazolidinone 1b under white LED
illumination.

With the established reaction conditions using mpg-CN
as the catalyst and acetonitrile as solvent, the batch experi-
ment was scaled up to 1.25 mmol of substrate, and the
reaction was performed with a series of oxazolidinones 1a–o
(Figure 2). Due to low cost of UV photons, oxygenation of
N-aryl substituted oxazolidinones, such as 1e,f, may in
principle be conducted without mpg-CN.[39] However, our
goal was to i) establish a general protocol applicable for a
large scope of substrates, i.e., those with aromatic groups as
chromophores and without chromophores, and ii) inves-
tigate the role of mpg-CN as the photobase. Therefore, we
opted for white LED without contribution of UV photons to
avoid direct excitation of the substrates. The scope demon-
strated almost quantitative yield for unsubstituted oxazolidi-
none 1a and moderate to good yields for N-substituted
derivatives 1b–k with few exceptions. Electron rich groups,
such as the 4-methoxyphenyl fragment in 1h showed typical
behavior of 4-methoxyphenyl (PMP) protecting group when
attached to amine or amide functionality[40]—it is readily
cleaved under the photocatalytic conditions. The product of
1h oxygenation is a parent oxazolidinedione 2a, while only
a small amount of the target product 2h was observed. In
turn, substrates 1 i and 1j bearing O- and N-benzyl frag-
ments gave the corresponding benzoyl-substituted oxazolidi-
nediones (2 ia and 2ja, respectively) as major products with
minimal to no yield of the target product of ring oxygenation
only, such as 2 ic. Additionally, a product of further
oxidation 2jc was observed, and benzoic acid, the product of
benzoyl cleavage, was isolated. In case of 5,5-dimethylated
substrates 1 l–n, the yields decreased significantly compared
to the derivatives free of the substituent in the 5th position.
The selectivity of the process is also lower due to compet-
itive oxygenation of endo- and exo-CH2-groups in 1m.
Earlier, it was reported that Br* radical abstracts hydrogen
in cyclic amides both from endo- and exo-CH2-group with a
higher preference for the former.[24] In our work, mpg-CN
selectively abstracts the hydrogen atom from the exo-CH2-
group in all cases except for 1m. However, when the

substrate contains benzylic CH2, the PCET at this site
becomes facile, as illustrated by oxygenation of 1 i and 1j.
Introduction of a bulky and electron donating phenyl
substituent into the 5th position, compound 1o, reduced
selectivity by promoting ring decomposition side reactions.
Benzoic acid was obtained as the main product in this case.

Among non-photocatalytic oxidation procedures (Fig-
ure 3, see Supporting Information for procedures and
references), only catalytic RuO4/NaIO4 process gave reason-
able quantity of 2k on comparable scale while still being
inferior to our photocatalytic approach in terms of both
yield and synthetic simplicity—ruthenium tetroxide is known
to be a severely toxic reagent incompatible with a number of
functional groups.[41]

The information provided by conditions screening and
scope studies’ results gave us initial hints on the exact
reaction mechanism. There are three possible pathways
(Figure 4): 1) reaction of a substrate with singlet oxygen, 2)
direct oxidation of a substrate via photoinduced electron
transfer (PET), and 3) generation of C-centered radical via
PCET. In our case, the catalytic system does not include a
sacrificial electron donor which could quench the photo-
generated hole and therefore promote oxygen reduction to
superoxide radical. Therefore, the only possibility for oxy-
gen activation is formation of singlet oxygen by the energy
transfer (EnT) pathway from the catalyst. Indeed, sensitiza-
tion of 1O2 by K-PHI and mpg-CN was reported.[42]

However, screening of other well-known efficient singlet
oxygen generating catalysts, such as methylene blue, Eosin
Y and Rhodamine B,[43] gave minimal amounts of the target
oxazolidinedione, which serves as an evidence for exclusion
of this pathway from further investigation. Additionally, the
reaction was carried under an oxygen pressure ranging from
1 to 4 bars (Figure 5a). We observed negligible influence of
oxygen concentration on the product yield, which further
disproves the involvement of active oxygen species in the
reaction mechanism. Nonetheless, 1O2 may still be respon-
sible for side reactions occurring in the system, since the
conversion increases at a higher oxygen pressure (Fig-
ure 5a). Another hint for direct interaction between the
substrate and the catalyst is the behavior of 5-substituted
oxazolidinones, such as 1 l–m, in the reaction. The distribu-
tion and yield of products, especially clearly seen for 1m,
implies the existence of a certain steric hindrance factor,
which decreases reaction efficiency. This factor should be
negligible if a small molecule, 1O2, were to attack the
substrate. To prove or disprove the involvement of PET,
cyclic voltammetry experiments were performed for sub-
strates 1b, 1d, 1e and 1h to evaluate their oxidation
potentials (Figure 5b, S5). An excellent agreement between
the oxidation potential of 1d, +1.58 V vs. SCE (at half
peak), and that reported earlier, +1.67 V vs. SCE (peak),[31]

was found. Overall, the four compounds demonstrate higher
oxidation potentials (� +1.26 V vs. SCE) than the potential
of the photogenerated hole in mpg-CN (+1.20 V vs.
SCE),[35] which unambiguously indicates that PET from
oxazolidinones to mpg-CN is thermodynamically challeng-
ing. This fact excludes the second pathway and makes PCET
the most likely mechanism of the reaction. Likewise, the
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Figure 2. Scope of oxazolidinones 1a–o used for scaled-up oxidation. Reaction conditions: 1 (1.25 mmol), O2 (1 bar), acetonitrile (50 mL), mpg-CN
(125 mg), white LED (4×50 W modules), 20 °C. The reaction was carried out until complete consumption of a starting material is achieved (24–
72 h, monitored by 1H NMR). Percent values indicate isolated yields unless stated otherwise. [a] “N.D.” indicates absence of data for side products
(either their formation was not observed by 1H NMR or reaction mixture was too complex to distinguish minor components). [b] quantitative 1H
NMR yields using 1,3,5-trimethoxybenzene as an internal standard. [c] 1 (0.05 mmol), UV LED (365 nm). [d] 1 (0.05 mmol), UV LED (365 nm)
without mpg-CN.
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photocatalytic oxidation of oxazolidinone 1a along with
some lactams and hydantoins using benzophenone under
UV is claimed to proceed via transfer of both proton and
electron (Figure 1c).[32,44] We determined the apparent
quantum yield (AQY) for oxidation of 1b to be 0.026% at
465 nm and 0.065% at 365 nm excluding free-radical chain
mechanism. Higher AQY obtained upon reaction mixture
irradiation with UV light is explained by a higher extinction
coefficient of mpg-CN.

From time resolved photoluminescence (tr-PL) spectro-
scopic measurements we conclude that while most of mpg-
CN excited states decay rapidly, a small fraction survives for
more than 400 μs after excitation (Figure 5c). In tr-PL
spectra, fluorescence peak is observed at �472 nm (Fig-
ure 5d). The phosphorescence peak of lower intensity at
�540 nm was measured by gating the emission from 40–
100 μs with the pulsed xenon lamp. Singlet–triplet energy
gap (ΔEST), determined as a difference between steady-state
fluorescence and tr-PL maxima in Figure 5d, is 0.33 eV,
which is consistent with the one reported earlier for K-
PHI.[42,45] A relatively low ΔEST indicates that the triplet

excited state has an energy comparable to the singlet and, in
combination with the lifetime exceeding the μs range, we
conclude that it is beneficial for the cleavage of C� H bond
in oxazolidinones. The presence of the substrate 1b and/or
O2 does not quench neither the singlet nor the triplet excited
state of mpg-CN (Supporting Information Discussion 1).
Transient absorption spectra of mpg-CN in MeCN recorded
under anaerobic conditions are shown in Figure 5e. A few
picoseconds after excitation, there was a strong negative
signal between 500–750 nm which can be attributed to the
ground state bleaching, and a positive signal between 850–
1280 nm which can be attributed to the photogenerated
excited state of mpg-CN. The crossing point was �800 nm.
At a delay longer than 2 ns, the intensity of the positive
signal reduced at a faster rate than the negative signal and
the crossing point is redshifted to �1200 nm. On the
nanosecond time scale, the behavior of mpg-CN excited
state is similar to that of K-PHI[42] as indicated by the traces
at 605, 960 and 1170 nm (Figure 5f). Similar to tr-PL study,
TAS did not reveal differences in mpg-CN excited states’
electronic signatures and dynamics, both singlet and triplet,
on presence or absence of O2 and 1b (Supporting Informa-
tion Discussion 1). We explain these observations by the
low, 0.065%, AQY of the studied reaction and the
sensitivity of the instruments not high enough to detect this
small quenching of mpg-CN excited states.

The reaction profile of 1b oxidation by mpg-CN was
rationalized by Density Functional Theory (DFT), as
implemented in the Vienna Ab initio Simulation Package
(VASP).[46] The carbon nitride was modeled as a six-
heptazine-layer wide 2D surface with NH, NH2, and OH
groups at the termination sites,[24] and the reaction energy
profile was obtained at the PBE level (Figure 6).[47]

All modeled structures were uploaded to the ioChem-
BD database.[48] As mpg-CN is excited by light, the electrons
from the valence band cross the band gap and enter the
conduction band. Taking into account results of electron
paramagnetic resonance spectroscopy study, hole and elec-
tron are separated by four heptazine units.[49] The calculated
gap value of 2.6 eV (obtained with HSE06 a hybrid
functional)[50] matches the experimental one, 2.7 eV, and
explains the fact that among quasi-monochromatic light
sources the reaction proceeds the most efficiently under the
UV and blue LEDs (Table 1). Density of states (DOS) plot
also confirms our CV results and demonstrates that highest
occupied molecular orbital (HOMO) of oxazolidinone 1b is
significantly lower than the valence band of mpg-CN,
indicating the impossibility of PET when it is not coupled
with a proton transfer. As the oxazolidinone 1b is oxidized,
an electron and a proton are transferred from to the carbon
nitride scaffold (PCET). This results in the formation of the
oxazolidinone 1b radical, Int1, as well as the hydrogenated
carbon nitride radical [mpg-CN+H]*. Whether the [mpg-
CN+H]* radical is formed in the excited state or directly in
the ground state has little effect on the reaction energetics,
as its Fermi level is close to the conduction band due to the
extra electron present in the system (Figure S11). To assess
the position of the additional H atom in the [mpg-CN+H]*

system, an extensive search for the different positions was

Figure 3. Comparison of the isolated yield of 2k using different
oxidation procedures.

Figure 4. Simplified pathways of possible oxazolidinone oxidation
mechanisms. Further steps regarding interaction with oxygen are
omitted for clarity.
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performed. We found that depending on the location of the
hydrogen atom, the relative energy of the system spans over
3 eV (Figure S7). The lowest energy position of Int1 (ΔE=

+1.4 eV) corresponds to the structure in which hydrogen
atom is located inside the ‘triangular pocket’ and attached to
the nitrogen atom of the heptazine unit. In the following
step, the radical Int1 traps oxygen molecule with the
formation of a peroxo radical Int2 (ΔE= � 1.3 eV). An
alternative mechanistic pathway, according to which O2

molecule captures the hydrogen atom from [mpg-CN+H]*

instead and forms the HO2
* is by +0.4 eV uphill with the

respect to Int1 (Figure S9). Therefore, it is thermodynami-
cally less favourable and can be discarded. The peroxo
radical Int2 recovers H-atom from [mpg-CN+H]* and
creates a hydroperoxide intermediate Int3 (ΔE= � 1.1 eV),
from which a water molecule is eliminated, and 2b is
produced (ΔE= � 3.0 eV).

In the absence of photoexcitation, the H-atom transfer
from 1b to carbon nitride would be the only non-sponta-
neous step. To make sure that the energy of this step is
computed accurately, we also simulated the H-atom transfer
to another proposed model of polymeric carbon nitride—
melon-CN.[51] The melon model gave energies for the trans-
fer within 0.3 eV of our mpg-CN model (Table S3), justify-
ing the use of the mpg-CN model. We then proceeded to
compute a more accurate electronic energy change for the
H-atom transfer to mpg-CN using the HSE06 hybrid func-
tional. After including the vibrational frequencies of adsor-
bates and gas-phase entropies, we determined the Gibbs

free energy change of +1.5 eV for this step. This value is
significantly smaller compared to endo-C� H BDFE in β-
position to amide nitrogen in 1b of 4.03 eV or
92.9 kcalmol� 1 in vacuum. In other words, the intrinsically
highly exergonic homolytic C� H bond cleavage becomes
more facile when H-atom is transferred to mpg-CN.

In order to assess the range of X� H bonds that mpg-CN
excited state may cleave homolytically, we measured the
pKa value of protonated mpg-CN in water, which is 6.60�
0.3. The heterogeneous material contains myriads of proto-
nation sites that are different in their basicity. The obtained
value should be considered as ‘apparent’ or ‘average’ pKa

value. Due to mutual electron-withdrawing effect of (sp2)N
atoms, the pKa of bare heptazinium cation must be close to
zero or even negative. However, the measured pKa describes
protonated mpg-CN as a weak acid. Such a discrepancy
might be explained by the mutual effect of adjacent
heptazine units that form a ‘triangular pocket’ and thus
stabilize a proton similarly to a proton sponge. Using the
obtained pKa value and EVB of +1.45 V vs. NHE,[35]

according to the equation (1) we determine FBDFE to be
100�0.4 kcalmol� 1 or 4.32�0.02 eV. In other words, upon
mpg-CN band gap excitation, it is able to cleave X� H bonds
with BDFE <100 kcalmol� 1 (Supporting Information Dis-
cussion 4).

Upon band gap excitation, carbon nitrides with even
more positive potential of the valence band, such as that in
K-PHI (+2.2 V vs. NHE),[52] and higher surface basicity
(pKa of the conjugated acid >6.6), can cleave even stronger

Figure 5. Investigation of oxazolidinone photocatalytic oxidation mechanism. a) Yield of 2b and conversion of 1b in the photocatalytic reaction
performed under different oxygen pressures. Error bars represent average�std (n=3). b) mpg-CN valence band potential and half-peak oxidation
potentials of 1b, 1d, 1e and 1h with respect to SCE. Orange gradient band indicates the upper limit of potential range, where SET from a substrate
to mpg-CN excited state is thermodynamically feasible. c) Tr-PL decay of mpg-CN and the IRF. d) Steady-state fluorescence (magenta) and tr-PL
(orange) spectra of mpg-CN, the latter was measured by gating the emission from 40–100 μs with the pulsed xenon lamp. e) Transient absorption
spectra of mpg-CN in MeCN under N2. The spectra are cut off around 800 nm due to fundamental of the laser. f) Transient decay of mpg-CN in
MeCN under N2. The first picosecond is in linear scale while the rest has a logarithmic scale.
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polar X� H bonds. By substituting pKa and EVB with these
values in equation (1), we deduce that FBDFE
>117.4 kcalmol� 1, which is close to O� H BDFE in water,
123 kcalmol� 1.[4] Indeed, K-PHI liberates O2 from water
upon illumination, when sacrificial electron acceptor effec-
tively removes the photogenerated electrons from the
conduction band.[38] In this work, K-PHI also demonstrates
comparable and high activity in oxidation of 1b (Table 1).

There are already many examples of photocatalytic
reactions enabled by g-CNs that proceed via cleavage of
C� H, O� H and N� H bonds with BDFE 80–123 kcalmol� 1

(Table S4).[22,23,38,52–54] A basic environment is often required
to facilitate cleavage of strong X� H bonds.[21,23] However,
even without adding a base, mpg-CN, K-PHI and Na-PHI
photocatalyze to some extent cleavage of O� H and N� H
bonds in carboxylic acids and carbamates. A combination of
the more basic character of the photocatalyst surface due to
the presence of deprotonated imide moieties and the 0.7 V
more positive potential of the valence band in ionic g-CNs
compared to covalent g-CN is responsible for higher yields

in oxidation of toluene to dibenzyldisulfide[52] and Minisci
coupling.[22] Overall, the results summarized in Table S4
support our conclusions that g-CN materials serve as photo-
bases to mediate an oxidative ES-PCET. Nevertheless,
exogenous base is beneficial to suppress the transfer of a
proton back to the intermediary radical and thus achieve
higher yields in a chosen reaction.

As inferred from equation (1), high FBDFE required for
the cleavage of strong X� H bonds may in principle be
achieved by combining in one pot a superbase (large pKa)
and a strong oxidant (highly positive Ered). In practice,
FBDFE values for base/oxidant couples are limited to 71–
98 kcalmol� 1, as the superbases are electron rich and would
simply react with strong oxidants.[55] Except for the pendant
NH- and NH2-groups, carbon nitrides are free of X� H
bonds, which explains the high chemical stability of this class
of photocatalysts. Overall, increasing the surface basicity,
e.g., by deprotonated cyanamide moieties[56,57] and shifting
EVB to more positive values by incorporating electron-
accepting moieties, are two strategies that may be employed

Figure 6. DFT results. a) Proposed mechanism for oxazolidinone 1b oxidation at mpg-CN with potential energy differences of the respective
intermediates. The mpg-CN+H model used in DFT calculations is shown in the lower part of the figure. The model contains NH, NH2, and OH
groups at the surface terminations, which is consistent with the experimental data.[24] b) DOS for mpg-CN (orange) and oxazolidinone 1b (purple).
The DFT energy scale corresponds to the energies obtained directly from the VASP output files. The correspondence between the two systems was
confirmed by aligning the energies of oxygen 2 s electrons between these systems (not shown in the figure).
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to design and synthesize semiconductor materials to perform
X� H functionalization of organic compounds via excited
state PCET.

Conclusion

We established an optimal photocatalytic method to convert
oxazolidinones to their respective 2,4-diones using an
inexpensive heterogeneous mpg-CN photocatalyst and oxy-
gen gas as an oxidant on a mmol batch scale. The
heterogeneous organophotocatalytic approach is superior
compared to homogeneous photoredox catalysis and non-
photocatalytic systems, such as RuO4/NaIO4, in terms of
yield and convenience of handling the reagents. A number
of evidences, including insensitivity of the product yield to
O2 pressure, high oxidation potential of oxazolidinones,
+1.26…1.98 V vs. SCE and time-resolved spectroscopic
data, unambiguously exclude SET and EnT pathways. DFT
simulations suggest that the initial step, (sp3)C� H bond
cleavage in oxazolidinone via PCET, is uphill. mpg-CN as
the organophotocatalyst makes it possible to overcome the
energy barrier by converting the energy of the electro-
magnetic radiation into the driving force for PCET.

Acknowledgements

This project has received funding from the European
Union’s Horizon 2020 research and innovation programme
under the Marie Skłodowska-Curie grant agreement No.
861151 Solar2Chem. The material presented and views
expressed here are the responsibility of the authors only.
The EU Commission takes no responsibility for any use
made of the information set out. Olaf Niemeyer (the head of
NMR facility of the MPICI), Michael Born (electric work-
shop of the MPICI), Cliff Janiszewski (glass blowing work-
shop of the MPICI) and Jan von Szada-Borryszkowski
(mechanical workshop of the MPICI) are acknowledged for
their contribution to this project. We thank BSC-RES for
providing generous computational time. Open Access fund-
ing enabled and organized by Projekt DEAL.

Conflict of Interest

A patent WO/2019/081036 has been filed by Max Planck
Gesellschaft zur Förderung der Wissenschaften E.V. in
which O.S. is listed as a co-author.

Data Availability Statement

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
The computed structures can be retrieved in the ioChem-
BD database [48].

Keywords: Carbon Nitride · DFT · Oxazolidinone · PCET ·
Photocatalysis

[1] N. A. Romero, D. A. Nicewicz, Chem. Rev. 2016, 116, 10075–
10166.

[2] C. K. Prier, D. A. Rankic, D. W. C. MacMillan, Chem. Rev.
2013, 113, 5322–5363.

[3] H. Kisch, Angew. Chem. Int. Ed. 2013, 52, 812–847; Angew.
Chem. 2013, 125, 842–879.

[4] J. J. Warren, T. A. Tronic, J. M. Mayer, Chem. Rev. 2010, 110,
6961–7001.

[5] E. C. Gentry, R. R. Knowles, Acc. Chem. Res. 2016, 49, 1546–
1556.

[6] C. Costentin, M. Robert, J.-M. Savéant, Acc. Chem. Res. 2010,
43, 1019–1029.

[7] R. Tyburski, T. Liu, S. D. Glover, L. Hammarstrom, J. Am.
Chem. Soc. 2021, 143, 560–576.

[8] J. Bonin, M. Robert, Photochem. Photobiol. 2011, 87, 1190–
1203.

[9] L. Capaldo, D. Ravelli, Eur. J. Org. Chem. 2017, 2056–2071.
[10] L. Capaldo, D. Ravelli, M. Fagnoni, Chem. Rev. 2022, 122,

1875–1924.
[11] P. R. D. Murray, J. H. Cox, N. D. Chiappini, C. B. Roos, E. A.

McLoughlin, B. G. Hejna, S. T. Nguyen, H. H. Ripberger, J. M.
Ganley, E. Tsui, N. Y. Shin, B. Koronkiewicz, G. Qiu, R. R.
Knowles, Chem. Rev. 2022, 122, 2017–2291.

[12] E. Tsui, A. J. Metrano, Y. Tsuchiya, R. R. Knowles, Angew.
Chem. Int. Ed. 2020, 59, 11845–11849; Angew. Chem. 2020, 132,
11943–11947.

[13] C. B. Roos, J. Demaerel, D. E. Graff, R. R. Knowles, J. Am.
Chem. Soc. 2020, 142, 5974–5979.

[14] X.-Z. Fan, J.-W. Rong, H.-L. Wu, Q. Zhou, H.-P. Deng, J. D.
Tan, C.-W. Xue, L.-Z. Wu, H.-R. Tao, J. Wu, Angew. Chem.
Int. Ed. 2018, 57, 8514–8518; Angew. Chem. 2018, 130, 8650–
8654.

[15] C. Chen, T. Shi, W. Chang, J. Zhao, ChemCatChem 2015, 7,
724–731.

[16] G. Laudadio, Y. Deng, K. v. d. Wal, D. Ravelli, M. Nuño, M.
Fagnoni, D. Guthrie, Y. Sun, T. Noël, Science 2020, 369, 92–96.

[17] A. Savateev, I. Ghosh, B. König, M. Antonietti, Angew. Chem.
Int. Ed. 2018, 57, 15936–15947; Angew. Chem. 2018, 130,
16164–16176.

[18] E. J. Rabe, K. L. Corp, X. Huang, J. Ehrmaier, R. G. Flores,
S. L. Estes, A. L. Sobolewski, W. Domcke, C. W. Schlenker, J.
Phys. Chem. C 2019, 123, 29580–29588.

[19] K. L. Corp, E. J. Rabe, X. Huang, J. Ehrmaier, M. E. Kaiser,
A. L. Sobolewski, W. Domcke, C. W. Schlenker, J. Phys.
Chem. C 2020, 124, 9151–9160.

[20] D. Hwang, C. W. Schlenker, Chem. Commun. 2021, 57, 9330–
9353.

[21] Q. Yang, G. Pan, J. Wei, W. Wang, Y. Tang, Y. Cai, ACS
Sustainable Chem. Eng. 2021, 9, 2367–2377.

[22] A. Vijeta, E. Reisner, Chem. Commun. 2019, 55, 14007–14010.
[23] A. J. Rieth, Y. Qin, B. C. M. Martindale, D. G. Nocera, J. Am.

Chem. Soc. 2021, 143, 4646–4652.
[24] S. Das, K. Murugesan, G. J. Villegas Rodríguez, J. Kaur, J. P.

Barham, A. Savateev, M. Antonietti, B. König, ACS Catal.
2021, 11, 1593–1603.

[25] P. Zhang, Y. Wang, J. Yao, C. Wang, C. Yan, M. Antonietti,
H. Li, Adv. Synth. Catal. 2011, 353, 1447–1451.

[26] Y. Markushyna, P. Lamagni, C. Teutloff, J. Catalano, N. Lock,
G. Zhang, M. Antonietti, A. Savateev, J. Mater. Chem. A 2019,
7, 24771–24775.

[27] S. Mazzanti, C. Schritt, K. Brummelhuis, M. Antonietti, A.
Savateev, Exploration 2021, 1, 20210063.

Angewandte
ChemieResearch Articles

Angew. Chem. Int. Ed. 2023, 62, e202301815 (9 of 10) © 2023 The Authors. Angewandte Chemie International Edition published by Wiley-VCH GmbH

 15213773, 2023, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/anie.202301815 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

153

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



[28] H. Zhou, S. Mu, B.-H. Ren, R. Zhang, X.-B. Lu, Green Chem.
2019, 21, 991–994.

[29] a) V. A. Nair, S. M. Mustafa, M. L. Mohler, J. T. Dalton, D. D.
Miller, Tetrahedron Lett. 2006, 47, 3953–3955; b) J. M. Cox,
H. D. Chu, C. Yang, H. C. Shen, Z. Wu, J. Balsells, A. Crespo,
P. Brown, B. Zamlynny, J. Wiltsie, J. Clemas, J. Gibson, L.
Contino, J. Lisnock, G. Zhou, M. Garcia-Calvo, T. Bateman,
L. Xu, X. Tong, M. Crook, P. Sinclair, Bioorg. Med. Chem.
Lett. 2014, 24, 1681–1684.

[30] V. Yeh, R. Iyengar, Comprehensive Heterocyclic Chemistry III,
Elsevier, Amsterdam, 2008, pp. 487–543.

[31] Y. Cao, K. Suzuki, T. Tajima, T. Fuchigami, Tetrahedron 2005,
61, 6854–6859.

[32] J.-C. Gramain, R. Remuson, J. Chem. Soc. Perkin Trans. 1
1982, 2341–2345.

[33] a) W. Huang, M. Wang, H. Yue, Synthesis 2008, 1342–1344;
b) S. Biswas, H. S. Khanna, Q. A. Nizami, D. R. Caldwell,
K. T. Cavanaugh, A. R. Howell, S. Raman, S. L. Suib, P.
Nandi, Sci. Rep. 2018, 8, 13649; c) J. Sperry, Synthesis 2011,
3569–3580.

[34] a) K. C. Nicolaou, C. J. Mathison, Angew. Chem. Int. Ed. 2005,
44, 5992–5997; Angew. Chem. 2005, 117, 6146–6151; b) W. Lu,
C. Mei, Y. Hu, Synthesis 2018, 50, 2999–3005.

[35] I. Ghosh, J. Khamrai, A. Savateev, N. Shlapakov, M.
Antonietti, B. Konig, Science 2019, 365, 360–366.

[36] A. Savateev, D. Dontsova, B. Kurpil, M. Antonietti, J. Catal.
2017, 350, 203–211.

[37] Z. Chen, A. Savateev, S. Pronkin, V. Papaefthimiou, C. Wolff,
M. G. Willinger, E. Willinger, D. Neher, M. Antonietti, D.
Dontsova, Adv. Mater. 2017, 29, 1700555.

[38] A. Savateev, S. Pronkin, J. D. Epping, M. G. Willinger, C.
Wolff, D. Neher, M. Antonietti, D. Dontsova, ChemCatChem
2017, 9, 167–174.

[39] M. Sender, D. Ziegenbalg, Chem. Ing. Tech. 2017, 89, 1159–
1173.

[40] P. G. M. Wuts, Greene’s Protective Groups in Organic Syn-
thesis, 5th ed., Wiley, Hoboken, 2014.

[41] V. S. Martín, J. M. Palazón, C. M. Rodríguez, C. R. Nevill,
D. K. Hutchinson, Encyclopedia of Reagents for Organic Syn-
thesis, Wiley, Hoboken, 2013.

[42] A. Savateev, N. V. Tarakina, V. Strauss, T. Hussain, K.
ten Brummelhuis, J. M. Sánchez Vadillo, Y. Markushyna, S.
Mazzanti, A. P. Tyutyunnik, R. Walczak, M. Oschatz, D. M.
Guldi, A. Karton, M. Antonietti, Angew. Chem. Int. Ed. 2020,
59, 15061–15068; Angew. Chem. 2020, 132, 15172–15180.

[43] a) Y. Zhang, C. Ye, S. Li, A. Ding, G. Gu, H. Guo, RSC Adv.
2017, 7, 13240–13243; b) F. Stracke, M. Heupel, E. Thiel, J.
Photochem. Photobiol. A 1999, 126, 51–58.

[44] a) J.-C. Gramain, R. Remuson, Y. Troin, J. Chem. Soc. Chem.
Commun. 1976, 194–195; b) J.-C. Gramain, R. Remuson, Y.
Troin, Tetrahedron 1979, 35, 759–765.

[45] A. Galushchinskiy, K. ten Brummelhuis, M. Antonietti, A.
Savateev, ChemPhotoChem 2021, 5, 1020–1025.

[46] a) G. Kresse, J. Furthmuller, Phys. Rev. B 1996, 54, 11169–
11186; b) G. Kresse, D. Joubert, Phys. Rev. B 1999, 59, 1758–
1775.

[47] J. P. Perdew, K. Burke, M. Ernzerhof, Phys. Rev. Lett. 1996,
77, 3865–3868.

[48] P. Nikačević, 2023, DOI: 10.19061/iochem-bd-1-249.
[49] A. Actis, M. Melchionna, G. Filippini, P. Fornasiero, M. Prato,

E. Salvadori, M. Chiesa, Angew. Chem. Int. Ed. 2022, 61,
e202210640; Angew. Chem. 2022, 134, e202210640.

[50] a) J. Heyd, G. E. Scuseria, M. Ernzerhof, J. Chem. Phys. 2003,
118, 8207–8215; b) J. Heyd, G. E. Scuseria, M. Ernzerhof, J.
Chem. Phys. 2006, 124, 219906.

[51] V. W. Lau, B. V. Lotsch, Adv. Energy Mater. 2022, 12,
2101078.

[52] A. Savateev, B. Kurpil, A. Mishchenko, G. Zhang, M.
Antonietti, Chem. Sci. 2018, 9, 3584–3591.

[53] T. Song, B. Zhou, G.-W. Peng, Q.-B. Zhang, L.-Z. Wu, Q. Liu,
Y. Wang, Chem. Eur. J. 2014, 20, 678–682.

[54] Y. Cai, Y. Tang, L. Fan, Q. Lefebvre, H. Hou, M. Rueping,
ACS Catal. 2018, 8, 9471–9476.

[55] C. R. Waidmann, A. J. M. Miller, C.-W. A. Ng, M. L. Scheuer-
mann, T. R. Porter, T. A. Tronic, J. M. Mayer, Energy Environ.
Sci. 2012, 5, 7771–7780.

[56] J. Kröger, F. Podjaski, G. Savasci, I. Moudrakovski, A.
Jiménez-Solano, M. W. Terban, S. Bette, V. Duppel, M. Joos,
A. Senocrate, R. Dinnebier, C. Ochsenfeld, B. V. Lotsch, Adv.
Mater. 2022, 34, 2107061.

[57] I. F. Teixeira, N. V. Tarakina, I. F. Silva, N. López-Salas, A.
Savateev, M. Antonietti, Adv. Sustainable Syst. 2022, 6,
2100429.

Manuscript received: February 6, 2023
Accepted manuscript online: February 28, 2023
Version of record online: March 28, 2023

Angewandte
ChemieResearch Articles

Angew. Chem. Int. Ed. 2023, 62, e202301815 (10 of 10) © 2023 The Authors. Angewandte Chemie International Edition published by Wiley-VCH GmbH

 15213773, 2023, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/anie.202301815 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

154

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



CO
RR

EC
TE

D
PR

OO
F

Applied Catalysis B: Environmental xxx (xxxx) 122790

Contents lists available at ScienceDirect

Applied Catalysis B: Environmental
journal homepage: www.elsevier.com/locate/apcatb

Co-doped hydroxyapatite as photothermal catalyst for selective CO2
hydrogenation
Yong Peng a, Horatiu Szalad a, Pavle Nikacevic b, c, Giulio Gorni d, Sara Goberna a, Laura Simonelli d,
Josep Albero a, Núria López b, Hermenegildo García a

a Instituto Universitario de Tecnología Química (CSIC-UPV), Universitat Politècnica de València, Avda. De los Naranjos s/n, Valencia 46022, Spain
b Institut Català d′Investigació Química (ICIQ), The Barcelona Institute of Science and Technology (BIST), Avda. Països Catalans 16, Tarragona 43007, Spain
c Universitat Rovira i Virgili (URV), Carrer de l′Escorxador s/n, Tarragona 43003, Spain
d ALBA Synchrotron Light Facility, Carrer de la Llum 2-26, Cerdanyola del Vallès 08290, Spain

A R T I C L E  I N F O

Keywords:
Photothermal catalysis
CO2 reduction
Metal doping
Hydroxyapatite
Visible light
Localized metal surface plasmon resonance

A B S T R A C T

The rational design and in deep understanding of efficient, affordable and stable materials to promote the light-
assisted production of fuels and commodity chemicals is very appealing for energy crisis and climate change
amelioration. Herein, we have prepared a series of Co-doped hydroxyapatite (HAP) catalysts with different Co
content. The materials structure has been widely investigated by XRD, FT-IR, HRTEM, XPS, XAS, as well as com-
putational simulations based on Density Functional Theory (DFT) with PBE functional. At low Co loading, there
is a partial substitution of Ca cations in the HAP structure, while higher loadings promote the precipitation of
small (~ 2 nm) Co nanoparticles on the HAP surface. For the optimal Co content, a constant CO rate of
62 mmol·g−1·h−1 at 1 sun illumination and 400 °C, with the material being stable for 90 h. Visible and NIR pho-
tons have been determined responsible of the light-assisted activity enhanced. Mechanistic studies based on both
experimental and DFT simulations show that H2 preferentially adsorbs to metallic Co, while CO2 adsorbs to the
HAP surface oxygen. Moreover, both direct photo- and plasmon-driven contributions have been separated in or-
der to study their mechanisms independently.

1. Introduction

Photocatalytic reduction of abundant resources, such as H2O, N2 or
CO2 has been proposed as an attractive approach for the environmen-
tally friendly and sustainable production of high added-value fuels and
chemicals.[1–5] Unlike other chemical processes, photocatalysis can di-
rectly utilize natural sunlight as a driving force to perform the chemical
transformations without the need for prior light-to-electricity conver-
sion by means of photovoltaic devices or wind turbines [6–8].

Photochemical solar fuel production is currently limited by the low
light-to-chemical efficiency and the fact that in semiconductor-based
photocatalysts[9] light harvesting is usually limited to UV and visible
blue light.[1] In the semiconducting photocatalyst, photons with en-
ergy equal to or greater than the semiconductor band gap are converted
into electron/hole pairs, the bottlenecks being to increase the efficiency
of charge separation and to slow down the recombination kinetics to
give change for electron transfer with substrates adsorbed on the parti-
cle surface.

As an alternative mechanism to the classical photoinduced charge
separation in semiconductors,[10,11] photons from the visible and near
infrared (NIR) region can interact with metal nanoparticles supported
on thermally insulating materials[12] by the localized metal surface
plasmon resonance (LSPR). In this pathway, photon absorption in-
creases the catalytic conversion rates at the metal nanoparticle by the
localized heating due to thermalization of the photon energy and gener-
ation of “hot carriers” that influence the electronic structure of the
species involved in the reaction.[13–15] For example, Feng et al. re-
ported a plasmonic structure of porous silica needles containing Co
nanoparticles.[16] This photocatalyst absorbs light over the entire solar
spectrum and promotes efficient photothermal of CO2 to CO and CH4
with a conversion rate of 0.61 mol·g−1·h−1 without external heating un-
der 20 Suns of illumination. Alternatively, Guo et al. developed a Cu-
substituted hydroxyapatite (HAP) catalyst that exhibited very high ac-
tivity in the reverse water gas shift (RWGS) reaction,[17] with a CO
production rate of 0.9 mmol·g−1·h−1 under 40 suns light irradiation and
without external heating.

E-mail addresses: joalsan6@upvnet.upv.es (J. Albero), hgarcia@qim.upv.es (N. López), nlopez@ICIQ.ES (H. García).
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In fact, HAP (Ca10(PO4)6(OH)2) is a well-known structure that can
be found in nature as minerals or in bones and animal teeth. These ma-
terials can be easily prepared in large-scale from abundant raw materi-
als,[16] allowing a large number of partial cation substitutions due to
their high stability and structural flexibility.[18] Thus, Ca ions can be
partially replaced by various divalent cations, such as Sr2+, Ba2+, Zn2+,
Cu2+, or Co2+. Moreover, they are thermally isolating materials, which
make HAP very promising candidates as photothermal catalysts.

Herein, we have prepared a series of Co-doped HAP photocatalysts
with increasing Co content for the selective gas-phase continuous flow
CO2 hydrogenation. CoHAP is a highly active and CO-selective pho-
tothermal CO2 hydrogenation catalyst when exposed to 1 sun and con-
trolled external heating. Mechanistically, we have isolated both direct
photo- and plasmon-driven mechanisms in order to study them sepa-
rately. Moreover, it has been revealed that the mechanisms occur de-
pending on the Co doping level, reaching a maximum CO rate of
62 mmol·g−1·h−1 at 1 sun illumination and 400 °C, with the material be-
ing stable for 90 h operation under continuous flow. These results pave
the way for the design of efficient, affordable and stable materials to
promote the light-assisted production of fuels and commodity chemi-
cals.

2. Experimental section

2.1. Materials preparation

The synthesis of CoxHAP catalysts followed a coprecipitation route
as previously reported.[17] In a general procedure, the Ca(NO3)2 and
Co(NO3)2 salts, with a Co to Ca atomic ratio equal to x% were solubi-
lized in 100 mL of Milli-Q water. The pH of this solution was then ad-
justed to 10–11 by dropwise addition of an ammonium hydroxide solu-
tion. Then, 100 mL of a previously prepared phosphate solution
(0.4 wt%) containing a stoichiometric amount of phosphate with re-
spect to the total cations was added dropwise with vigorous stirring.
The resulting suspension was then heated to 90 °C and stirred continu-
ously for another 2 h, after which both heating and stirring were
stopped. The solid was aged overnight, filtered, and dried in an electric
oven at 100 °C. The prepared solid was then ground to a fine powder
and calcined at 500 °C for 5 h at a heating rate of 2 °C/min, unless oth-
erwise specified.

2.2. Characterization

Powder X-ray diffraction (PXRD) patterns were recorded on a Shi-
madzu XRD-7000 diffractometer by using Cu κα radiation
(λ = 1.5418 Å), operating at 40 kV and 40 mA at a scan rate of 10° per
min in the 2–90° 2θ range. Transmission electron microscopy (TEM) im-
ages were obtained using a Philips CM300 FEG microscope operating at
200 kV, coupled with an X-Max 80 energy dispersive X-ray (EDX) de-
tector (Oxford instruments). The microscope is equipped with the STEM
unit, the dark-field and high-angle field (HAADF) image detectors. The
SEM images were collected with a JEOL JSM 6300 instrument equipped
with an Oxford Instruments X-MAX detector. Co and Ca contents were
determined by inductively coupled plasma-optical emission spec-
trophotometry (ICP-OES, Varian 715-ES, CA, USA). Diffuse reflectance
UV/Vis spectra (DRS) in the 200–2000 nm range were collected in a
Varian Cary 5000 spectrophotometer. X-ray photoelectron spectra
(XPS) were measured on a SPECS spectrometer equipped with a Phoi-
bos 150 MCD-9 detector using a nonmonochromatic X-ray source (Al)
operating at 200 W. Samples for XPS were activated in-situ at 400 °C for
2 h in a pre-chamber under at 1 × 10−9 mbar prior to measurement.
Fitting of the experimental data to individual components was calcu-
lated from the area of the corresponding peaks after nonlinear back-
ground subtraction of the Shirley type. Atomic ratios of the different el-
ements were determined from the areas of the corresponding XPS

peaks, corrected by the response factor of the spectrometer. The in-situ
FTIR spectra were collected with a Bruker “Vertex 70″ and a Thermo
Nicolet 8700 spectrophotometer equipped with a DTGS detector
(4 cm–1 resolution, 32 scans). An IR cell allowing in situ treatments un-
der controlled atmosphere and temperature from 25 to 500 ºC was con-
nected to a vacuum system with gas dosing device. Self-supporting pel-
lets (approximately 10 mg cm–2) were prepared from the sample pow-
ders by compaction and treated in a hydrogen stream (30 mL min−1) at
400 ºC for 2 h before testing. In-situ Raman spectra were obtained using
a Renishaw “in Via” spectrophotometer equipped with an Olympus op-
tical microscope. Samples were pretreated with H2 at 400 °C for in-situ
activation prior to spectrum collection. The H2 desorption was moni-
tored with a thermal conductivity detector (TCD) and a mass spectrom-
eter following the characteristic mass of H2 at 15 a.m.u. The CO2 ad-
sorption isotherms in the low-pressure range were measured in a Mi-
cromeritics ASAP 2010 instrument using ~200 mg of catalyst placed on
a sample holder, which was then immersed in a liquid circulation ther-
mostatic bath for precise temperature control. Prior to each measure-
ment, the sample was treated overnight at 350 °C under vacuum and
then measured at 0 °C.

The Co and Ca K-edge absorption spectra were collected at room
temperature at the CLAESS beamline of the ALBA synchrotron.[19] The
beam was monochromatized by means of a Si(111) double crystal
monochromator, while the higher harmonics were rejected by choosing
the correct angle and coating of the collimating and focusing mirrors.
Data analysis was performed according to standard procedure using the
Demeter XAS package[20]. The Fourier Transforms (FTs) of the Co and
Ca K-edge EXAFS oscillations were extracted in the k-range of
2.43 − 9 Å−1 and the R-range between 1.3 and 23 Å with a Hanning
window function. The available k ranges do not allow for modeling due
to the correlations existing between the parameters. While quantifica-
tion is not available, the data allow for a qualitative comparison as com-
mented below.

2.3. Photo-assisted CO2 hydrogenation

The photo-assisted CO2 hydrogenation reactions were carried out in
a customized glass flow reactor, as previously reported by our group.
[21] Specifically, the reactor is wrapped with a heating ribbon and the
temperature is controlled by a K-type thermocouple measuring the tem-
perature of the catalyst surface. The catalyst surface is irradiated by a
light beam introduced through a quartz optical fiber. In a typical test,
100 mg of catalyst was loaded onto the porous frit bed of the flow reac-
tor and activated in-situ at 400 °C for 2 h. The feeding gas of CO2 and H2
was then introduced from the bottom of the reactor and flowed through
the illuminated photocatalyst bed. The products were analyzed online
using Varian gas chromatography (TCD detector and Carboxen®−1010
PLOT Capillary GC Column, L × I.D. 30 m × 0.53 mm, average thick-
ness 30 µm).

3. Results and discussion

3.1. Materials preparation and characterization

Co-doped HAP (CoxHAP) samples with different Co/Ca ratios (5, 10,
15 and 20 mol%) were prepared according to the synthetic procedure
described in detail in the Experimental Section and illustrated in
Scheme 1. For comparison purposes, HAP without Co was also prepared
using an identical procedure. The final Co content in the CoxHAP sam-
ples was determined by ICP-OES, resulting in a Co loading in CoxHAP (x
∈ {5, 10, 15, 20}) of 3.46, 5.88, 8.75 and 11.38 wt%, respectively.

XRD patterns confirmed the successful formation of HAP with
hexagonal structure (JCPDS No. 09–0432, Fig. S1 in Supporting
Information). The experimental as well as the simulated (Fig. S2) XRD
of Co5HAP and Co10HAP show very similar patterns to HAP, although
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Scheme 1. CoxHAP preparation procedure including precursor precipitation (1) and subsequent calcination (2). Color code O: red, Co: purple, Ca: green, P: orange
and H: white.

the diffraction peaks become broader, indicating lower crystallinity.
Higher Co loadings, as in Co15HAP and Co20HAP samples, resulted in
the disappearance of the HAP diffraction peaks (Fig. S1). These XRD
data suggest that at low Co/Ca ratios, Co can be incorporated into the
HAP structure with some distortion of the crystal lattice as a conse-
quence of the ionic radius difference between Ca2+ and Co2+,[18]
while further Co addition promotes phase segregation with a lack of
crystallinity.

Despite the significant structural changes upon Co loading, the BET
surface area and the average pore size of the CoxHAP samples, deter-
mined by isothermal N2 adsorption-desorption measurements, remain
very similar (see Fig. S3 and Table S1). The large surface area values of
these CoxHAP samples are due to the reticular structure, as confirmed
by HR-FESEM (Fig. S4). Furthermore, elemental mapping from a se-
lected HR-FESEM image shows that Co is homogeneously distributed
throughout the whole particle (Fig. S5).

Besides XRD, the changes in the HAP structure upon Co2+ loading
can also be observed by Fourier-transformed infrared spectroscopy
(FT–IR) (Fig. S6). The FT–IR spectrum of HAP shows the typical asym-
metric stretching and bending modes of PO43- groups in the range of
951–1124 cm−1 and 529–611 cm−1, respectively,[22] and the charac-
teristic -OH vibrational bands at ~3563 (νOH) and 630 cm−1 (δOH).[23]
Upon Co+2 loading, the bands of both vibrational and bending modes of
PO43- gradually become broader, reflecting the distortion of the PO43-

configuration, probably due to the replacement of Ca2+ by Co2+ ions.
In addition, the loss of the -OH signal and the appearance of an HPO42-

band at ~2924 cm−1 suggest a cationic deficiency in the structure.
The catalyst structure was further investigated using computational

simulations based on Density Functional Theory (DFT) with PBE func-
tional.[24] Co-doped HAP was modeled as (0001) surface slab of HAP,
[25,26] with one calcium atom substituted by cobalt (Fig. S7a). The
doping site was determined to segregate toward the surface by compar-
ing the relative energies of substitution of calcium ions by cobalt at dif-
ferent positions (Fig. S8). Metallic cobalt, as in the nanoparticles (vide
infra) was modeled as the lowest-energy (0001) facet of hcp–Co (Fig.
S7b). Optimized structures were in good agreement with the experi-
mental measurements and were subsequently used to elucidate the re-
action mechanism.

In order to further investigate the bulk structural characteristics in
CoxHAP samples, X-ray absorption spectroscopy (XAS) measurements
were performed for CaHAP, Co5HAP and Co15HAP (Fig. 1). The XANES
Co K-edge spectra of CoxHAP samples and Co2+ references (CoO,
Co(OH)2, Co3O4) and their corresponding first derivatives are shown in
Fig. 1a. The common rising edge at around 7716 eV indicates a Co oxi-
dation state close to 2 + , which is consistent with the most stable DFT-

obtained magnetic moments for the Co atoms of 3 μB (high-spin d7) and
1 μB (low-spin d7).[16] However, some differences in the rising edges
can be observed at higher energies due to the different Co local environ-
ment. The rising edge of Co15HAP samples is shifted to lower energy
with respect to Co(OH)2 and Co3O4 references, which is consistent with
a lower oxidation state of Co or an elongated Co–O local bond. In addi-
tion, Co5HAP shows a shift in spectral weight from lower (7716 eV) to
higher (7721 eV) energies, indicating structural changes with increas-
ing Co incorporation. The global Co K-edge XANES shape is compatible
with the Co per Ca replacement due to its similarity to the Ca K-edge
XANES shown in Fig. 1c. The slight increase in spectral weight around
7727 eV for the highest Co content could be compatible with the pres-
ence of Co2O3 impurities.

It is also worth noticing that the Co k-edge pre-peak intensity
slightly decreases for the Co5HAP sample (see Fig. S9 a), in agreement
with the expansion of the first shell (Fig. S9 c), which corresponds to a
reduced hybridization between the Co 3d and the ligand p states. The
filling of the gap between the Co K-edge pre-peak and the rising edge
(around 7711 eV) after the reaction (green curve) could correspond to
intra-site excitation, as reported earlier.[27] The Co k-edge pre-peak
shifts toward higher energy in the Co5HAP is compatible with a differ-
ent 3d levels configurations, which could depend from a change in the
oxidation state, local magnetic moment, or local geometry. The shift of
the rising edge inflection points toward higher energies (Fig. S9 b)
could support a slight global increase in the cobalt oxidation state for
the Co5HAP once compared with the Co15HAP sample.

The Fourier Transforms of the measured (Fig. 1b) and simulated
(Fig. S10) EXAFS Co-K edge show a broad first shell peak (Co–O ∼
1.5 Å) and a strong damping of the more distant contributions.
Co15HAP samples appear to have a contracted first shell (smaller Co–O
distance). It is known from the literature that the replacement of Ca by
ions with smaller ionic radius provokes a decrease in cell volume due to
the smaller ionic radius and the more electronegative character of Co2+

compared to Ca2+,[18,28–30] while the incorporation of 3d-metal ions
into the hexagonal channel of the apatite structure causes instead the
expansion of the unit cell.[31,32] Therefore, the contraction of the
Co–O first shell at low cobalt content in the structure suggests that
when the content is low Co ions are incorporated into the hexagonal
channel of the structure replacing some Ca positions, resulting in a unit
cell contraction. The unit cell contraction of 1% (along the b direction)
was also predicted by the DFT simulations (Table S2).

On the other hand, the FT signal corresponding to the second shell
(Co–P ∼ 2.3 Å) decreases in intensity with increasing the Co content in
the calcined samples (from Co5HAP to Co15HAP), indicating a less or-
dered structure. This disorder increase correlates well with the ob-
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Fig. 1. XANES Co K-edge spectra (a) and their first derivatives (inset) as well as the corresponding Fourier transforms (b) of the different CoxHAP samples studied.
XANES Ca K-edge spectra (c) and their first derivatives (inset) as well as the corresponding Fourier transforms (d) of the different CoxHAP samples studied.

served broadening of the XRD peaks, indicating a decrease in crys-
tallinity with increasing Co incorporation. The Co15HAP sample shows
increased intensity on the FT second shell (Co-P ~ 2.3 Å) feature after
the H2 reduction, while the first shell signal remains unchanged. This
suggests some sort of activation process that induces local ordering on
the Co–P network.

The XANES Ca K-edge spectra of CoxHAP samples (Fig. 1c) are simi-
lar to those of HAP, except that the energy position of the white line (at
∼4050 eV) of samples with higher Co content (Co15HAP) that shifts to
higher energies with respect to the other samples, which may be indica-
tive of local contraction. The pre-edge region at 4039.5 eV due to the
1 s → 3d electron transition, which is sensitive to the local distortion
around calcium sites, is nearly identical regardless of Co content, sug-
gesting that the local environment of Ca atoms is approximately the
same in all CoxHAP samples.

The Fourier Transforms of the measured and simulated EXAFS Ca-K
edge spectra are shown in Fig. 1d and Fig. S9, respectively. For
Co5HAP, the first Ca–O shell (∼ 1.8 Å) appears to be nearly coincident
to that of HAP. However, the Co15HAP sample shows a contracted first
shell (smaller R distance). It is clear that the first shells around both Ca
and Co contract by increasing the amount of Co incorporated into the
HAP lattice, probably due to a contraction of the lattice parameters as a
consequence of a high degree of Ca2+-by-Co2+ substitution. It is note-
worthy that the intensity of the FT signals is significantly lower in the
case of Co15HAP. The decrease in intensity could reflect a loss of order
around calcium due to structural distortions of the HAP lattice caused
by the increasing Co incorporation. This effect agrees well with the XRD
data, showing a loss of crystallinity at high Co content. Interestingly, for
the Co15HAP system, the FT signal of the first shell increases signifi-
cantly after reduction (Co15HAP-R) indicating an increase in local struc-
tural order, consistent with increase in the structural order in the Co–P
network detected at the Co K-edge (Fig. 1b).

The particle morphology of the CoxHAP samples was studied in de-
tail by HR-TEM (Fig. 2). The HR-TEM images show lattice fringes of
0.250 and 0.291 nm, corresponding to the interplanar spacing of the

(301) and (211) facets of HAP. Interestingly, HR-TEM images of
CoxHAP samples revealed the presence of small and homogeneously
distributed nanoparticles in the case of Co10HAP, Co15HAP and
Co20HAP samples. The concentration and size of these nanoparticles in-
creased with the Co content, resulting in values of 1.0 ± 0.3, 1.3 ± 0.3
and 1.8 ± 0.5 nm for Co10HAP, Co15HAP and Co20HAP, respectively,
after measurement of a statistically relevant number of these nanoparti-
cles. According to previous XAS characterization these nanoparticles
correspond to Co oxides formed by the excess of Co that does not be-
come incorporated into the HAP lattice.

However, we were not able to identify the surface Co based NPs by
EDX mapping that shows a homogenous distribution of all the elements
(Fig. 2 n-r). This EDX information is compatible with the main propor-
tion of Co element being incorporated in the HPA lattice together with
Ca, and thus results in an overall homogenous distribution of Co and Ca
elements. Changes in the crystallinity upon Co loading increase re-
ported by XRD can also be observed in electron microscopy. Specifi-
cally, CaHAP shows very high crystallinity with a few grain boundaries,
but the crystalline degree decreases with the Co content. Especially,
amorphous phase appears in the case of Co5HAP (red arrow mark in
Fig. 2d), and a more obvious mixture of crystalline and amorphous ar-
eas can be observed in Fig. 2f (Co10HAP), which is consistent with the
decrease in peak intensity and broadening of peak width in XRD. This in
the amorphous phase domains as the Co loading increases is reflected in
the case of Co15HAP and Co20HAP. Therefore, the lack of long-range
crystallinity can be the explanation for the amorphous character of
Co15HAP and Co20HAP samples.

The diffuse reflectance UV–vis–NIR absorption spectra of the
CoxHAP samples were recorded. They are shown in Fig. S11. As can be
seen there, pristine HAP shows negligible absorption in the visible and
NIR regions, which is consistent with its large band gap as also esti-
mated by GW approximation-based simulations (band gap of 6 eV for
the (0001) surface slab of HAP; Fig. S12a). In comparison, the simula-
tions indicate that CoxHAP should exhibit several additional states
within the band gap (Fig. S12b),[33] allowing for specific electronic
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Fig. 2. HRTEM images of CaHAP (a and b), Co5HAP (c and d), Co10HAP (e and f), Co15HAP (g and h) and Co20HAP (i and j). (Red arrows points to the amorphous
area). The histograms of nanoparticle size distribution in Co10HAP (k), Co15HAP (l) and Co20HAP (m) are also shown. Images from n to r are the EDX mapping of
Co15HAP sample.

transitions. There are five new states (both occupied and empty) local-
ized within 2 eV from the valence band maximum. In fact, Co5HAP
shows a continuous absorption decreasing in intensity from the UV to-
wards the NIR zone, and a broad and low intensity band in the region
from 1000 to 1800 nm with relative maxima at 1330 and 1500 nm. In-
terestingly, further increase in Co2+ content promotes a drastic change
in the diffuse reflectance absorption spectra. A strong band in the visi-
ble region with three maxima at 518, 581 and 624 nm, together with
two shoulders at about 412 and 748 nm were recorded in the absorp-
tion spectra of Co10HAP, Co15HAP and Co20HAP. In addition, the inten-
sity of the visible and NIR bands increased with Co2+ content. The
shoulders observed at 412 and 748 nm were attributed to surface-
anchored band gap energy transitions in Co3O4, as reported previously,
[34] while the main absorption feature in the visible region, centered at
581 nm, could be due to new transitions in HAP upon Co2+ substitu-
tion. It is worth noting that this absorption band, which lacks notice-
able shoulders, can also be observed in CoxHAP samples before calcina-
tion (Fig. S11b), suggesting that this absorption band originates from
Co2+ ions in HAP structure, while calcination could promote the forma-
tion of Co3O4 nanoparticles from the Co2+ excess and migration from
the HAP lattice in the sample surface.

Further confirmation of Co3O4 nanoparticle formation in the
CoxHAP surface can be provided by XPS. The high-resolution XPS Co 2p
spectrum of Co15HAP and the best fit to individual components is
shown in Fig. S13a. As can be seen there, the XPS Co 2p spectrum shows
two major components at 782.2 eV and 798.0 eV, together with their

corresponding satellite peaks at 785.8 and 803.3 eV assigned to Co2+,
and two minor components at 780.9 eV and 796.7 eV assigned to Co3+

species.[35–37] These data confirm the presence of Co3O4 in the
CoxHAP surface, in good agreement with the diffuse reflectance UV-Vis-
NIR absorption and Raman spectroscopy experiments (vide infra).

Overall, the characterization data support the complete incorpora-
tion of Co2+ into the HAP lattice in Co5HAP and the coexistence of
Co2+ in the HAP and Co oxide nanoparticles, the latter increasing in
density as the Co loading in the material increases. Sample activation
causes a partial migration of Co2+ from the HAP structure to extra-
framework positions.

3.2. Photo-assisted CO2 hydrogenation

Photo-assisted CO2 hydrogenation reactions were carried out in con-
tinuous flow using a customized glass reactor with a thin circular
(2.5 cm diameter) photocatalyst bed deposited on a porous quartz frit
through which the gas flows from the bottom. The photocatalyst is illu-
minated from above by a quartz optical fiber inserted into the reactor
(see Fig. S14 for details of the reaction setup and conditions). The tem-
perature of the photocatalyst bed was measured under illumination and
equilibrated to the desired value prior to photocatalytic hydrogenation.
Irradiation was performed using the collimated output beam of a 150 W
Xe lamp at 1080 W·m−2, which resulted in a steady temperature of
156 °C without any external heating. Higher temperatures were

5

159

UNIVERSITAT ROVIRA I VIRGILI 
ATOMISTIC INSIGHTS INTO PHOTOCATALYTIC MECHANISMS: MODELING SELECTED PROCESSES WITH DENSITY 
FUNCTIONAL THEORY 
Pavle Nikačević 



CO
RR

EC
TE

D
PR

OO
F

Y. Peng et al. Applied Catalysis B: Environmental xxx (xxxx) 122790

achieved using an electric heater controlled by a thermocouple placed
on the photocatalyst bed.

Prior to starting the photocatalytic reactions, the CoxHAP samples
were activated in situ in the reactor at 400 °C for 2 h in H2 flow. This
temperature was chosen based on the thermo-programmed reduction
(TPR) data shown in Fig. S15. In these TPR measurements, CoxHAP
samples exhibit weak reduction peaks at temperatures below 400 °C,
while more pronounced reduction peaks appear at temperatures be-
tween 600 and 700 °C. Since the maximum reaction temperature in this
study is 400 °C, no significant structural changes in the samples are ex-
pected under reaction conditions after their prior activation.

To investigate the structural changes that occur during the activa-
tion step in Co15HAP, quasi-in situ XPS studies were performed to deter-
mine the changes in the XPS Co spectra. The high-resolution XPS Co 2p
spectrum of activated Co15HAP shows no components attributable to
Co3+, while typical components of Co2+ and Co0 were recorded at
782.2 eV and 778.0 eV, respectively (Fig. S12a). These data would indi-
cate a reduction of Co3O4 nanoparticles to Co2+ and metallic Co0. Our
DFT simulations for CoO show that its hydrogenation to metallic Co is
extremely favorable with ΔG = −3.21 eV, suggesting that the hydro-
genation of Co3O4 should also be favorable. However, it is worth noting
that the Co2+/Co ratio at the Co15HAP surface is still as high as 3.4, in-
dicating that the Co2+ species in the HAP lattice remain unchanged
during the treatment. These results are in good agreement with the TPR
data (Fig. S15), where the reduction peaks in Co15HAP below 400 °C
(attributed to Co3O4 reduction) are much smaller than those at about
650 °C, which are attributed to the massive Co2+ reduction to metallic
Co. The high-resolution O 1 s spectra of activated and non-activated
Co15HAP do provide a complementary information. They are shown in
Fig. S13b. As can be observed there, the high-resolution XPS O 1 s spec-
trum of Co15HAP shows three main components centered at 528.8,
531.5 and 533.5 eV due to Co oxides (Co3O4), phosphate oxygen or hy-

droxide, and adsorbed water, respectively.[38,39] However, only one
component at 531.3 eV can be observed upon activation, confirming
the partial reduction of Co species. No changes in the XPS Ca 2p and P
2p spectra (Fig. S13c and d) indicate that the CoxHAP structure was
preserved upon activation. On the other hand, according to the diffuse
reflectance UV–vis–NIR spectra, the visible absorption band derived
from Co2+-doping of HAP was preserved upon activation, while the fea-
tures assigned to Co3O4 have disappeared after the activation process,
in good agreement with the XPS results (Fig. S16).

Further evidence for the reduction of Co3O4 nanoparticles upon acti-
vation is provided by in-situ Raman experiments. Fig. S17 shows several
Raman spectra of Co15HAP under H2 flow at different temperatures. At
room temperature, five Raman modes at 688, 617, 522, 479 and
192 cm−1 are observed, all of which are attributed to Co3O4, along with
a weak peak at 955 cm−1 attributed to phosphate.[40,41] The vibra-
tional peaks attributed to Co3O4 gradually disappear when the tempera-
ture reaches 300 °C, indicating Co3O4 reduction. On the contrary, the
phosphate peak at 955 cm−1 remained unchanged during the in-situ H2
treatment, demonstrating that the Co15HAP structure is preserved after
activation.

The photocatalytic activity of CoxHAP samples was first evaluated at
250 °C, either in the dark or under 1080 W/m2 light irradiation. The re-
sults are summarized in Fig. 3a. As shown in Fig. 3a, the CO2 conver-
sion at 250 °C in the dark and after 1 sun irradiation using Co5HAP was
of 0.40% and 0.75%, respectively, with full (100%) selectivity toward
CO. The small activity increase in light for the Co5HAP system can be
attributed to a photocatalytic enhancement of H2 dissociation on Co-
doped HAP (vide infra). The CO2 conversion increases with the Co load-
ing up to a maximum conversion of 4.73% under 1 sun illumination,
with CO selectivity above 99%, for Co15HAP. However, only 1.1% con-
version and 93% CO selectivity were achieved under dark conditions
for this sample. HAP was also tested under dark and light conditions for

Fig. 3. (a) CO2 conversion (black squares) and CO selectivity (red circles) of the samples studied at 250 °C under light illumination (empty circles and squares) and
dark (filled circles and squares). (b) CO (green and purple columns) and CH4 (orange and blue columns) production rates under light irradiation (green and orange)
and dark (purple and blue) conditions, respectively, using Co15HAP at different temperatures. The inset shows magnification of the production rates at 156, 165 and
200 °C. Arrhenius plots of CO formation under light (green) and dark (purple) and CH4 formation under light (orange) and dark (blue), respectively, obtained from
the CO and CH4 production rates at different temperatures using Co15HAP (c) and Co5HAP (d). Reaction conditions: CO2 13 mL/min + H2 13 mL/min; 100 mg cata-
lysts, 1080 W/m2 light intensity.
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CO2 hydrogenation, but negligible amounts of CO or CH4 were de-
tected. Therefore, the Co species present in CoxHAP appear to be re-
sponsible for the photocatalytic activity.

Co15HAP was then tested at different reaction temperatures, both
under dark and one sun irradiation. As shown in Fig. 3b, CO evolution
starts at 1080 W·m−2 light irradiation without external heating
(T = 156 °C) and reaches 0.5 mmol·g−1·h−1 (0.14% CO2 conversion). In
the dark at 156 °C, CO levels were below the detectable limit, and even
at 200 °C under dark conditions, the CO production rate obtained
(0.1 mmol·g−1·h−1) was still lower than that under irradiation without
external heating, indicating that light effectively assists the reaction.
The CO production rate increased exponentially with temperature,
reaching 62 mmol of CO·g−1·h−1 and 12.6 mmol of CH4·g−1·h−1 at 400 °C
under one sun irradiation, corresponding to 17.8% CO2 conversion.
This CO2 conversion is among the highest conversions in continuous
flow operation at atmospheric pressure and light intensity of 1 sun us-
ing earth-abundant transition metal-based catalysts (see Table S3 for a
comparison of the photocatalytic activity of Co15HAP with current
state-of-the-art photocatalysts). It is worth noting that light irradiation
resulted in an 11-fold increase in CO production under irradiation at
200 °C, while this factor decreases with temperature to ~1.2 at 400 °C.
This trend can be rationalized by considering the operation of two dif-
ferent mechanisms. While the photocatalytic CO2-based mechanism
should predominate at low temperatures (< 250 °C) due to the negligi-
ble production rates of the purely thermo-catalytic mechanism at low
temperatures, the thermo-catalytic CO production should dominate at
higher temperatures, according to the Arrhenius theory. Additional ex-
periments using isotopically labelled 13CO2 were performed in order to
rule out any carbon contamination as a source of the carbon products.
The results are shown in Fig. S18. As can be seen there, only 13CO was
detected, confirming 13CO2 as the main reagent and the presence of
13CH4 was also confirmed.

Regarding the product distribution, it appears that small Co load-
ings favor CO selectivity, but an increase in Co content results in lower
CO selectivity (up to ~70%), obtaining CH4 as a co-product. The occur-
rence of an optimal Co loading could be justified by the occurrence of
two opposing factors: (1) the increase in Co loading should lead to an
increase in the number of active sites, resulting in higher activity, but
(2) high Co loadings should also lead to larger average nanoparticle size
and wider size distribution, as observed in Fig. 2, resulting in a decrease
in photocatalytic activity.

The influence of temperature under light and dark conditions was
further investigated. Arrhenius plots of CO and CH4, under one sun and
dark conditions, in Co15HAP and Co5HAP are shown in Fig. 3c and d,
respectively. The activation energies (Ea, app) for CO and CH4 produc-
tion under dark and light irradiation were calculated according to the
Arrhenius equation and are summarized in Table S4. In all cases, the
Ea, app for CO formation is lower than that of CH4, both under illumi-
nated and dark conditions, in good agreement with the obtained pro-
duction rates (Fig. 3b). On the other hand, the obtained Ea, app for CO
and CH4 formation is higher for Co5HAP than for Co15HAP under
1080 W·m−2 illumination, while Ea, app values remain almost coincident
in the dark. Furthermore, small differences in Ea, app can be found for
Co5HAP under illuminated and dark conditions, while in the Co15HAP
sample the Ea, app under illumination is approximately half of the Ea, app
in the dark for both CO and CH4. These results indicate a greater influ-
ence of light irradiation in Co15HAP than in Co5HAP. The significant ac-
tivity enhancement of light in the Co15HAP system can be attributed to
the metallic Co nanoparticles absorbing light through the localized sur-
face plasmon resonance (LSPR). This happens via two mechanisms: (1)
hot carrier generation by intra/interband excitation and (2) local tem-
perature increase.[42] The temperature increase was calculated accord-
ing to ref. [43,44] and was found to be less than 1 μK. This leaves the
plasmon-induced hot electron activation as the main contribution to the
increased activity under illumination.

We were also interested in investigating which frequencies of the
electromagnetic spectrum contribute to the photo-assisted CO2 hydro-
genation. To obtain this information, the CO production rate with
Co15HAP and Co5HAP was measured either with filtered light irradia-
tion using different cut-off filters or in the dark, keeping constant the
temperature at the catalyst bed at 250 °C. The results are shown in Fig.
S19 a and b. As can be seen, both CoxHAP samples behave similarly. UV
light (λ < 380 nm) does not contribute significantly to the light-
enhanced CO production, and the CO production rate is similar to that
under dark conditions. Similarly, NIR light (λ > 830 nm) does not pro-
mote significant CO production enhancement upon irradiation. There-
fore, the main contributor to the light-enhanced CO production rate ap-
pears to be the visible region. In fact, wavelengths below 455 nm only
contribute a 8.9% of the total enhancement, while the remaining 90%
of the light enhancement comes from the range of wavelengths between
455 and 750 nm. We have measured the UV–vis–NIR diffuse reflectance
spectrum of activated Co15HAP (Co15HAP-R) and compared it with the
spectrum of the sample before activation (Fig. S16). As can be observed,
the activated sample shows a narrower spectrum with a prominent
band centered at 581 nm, but lacking the shoulders and the NIR band
present in the Co15HAP sample before activation. These spectral
changes may reflect the disappearance of the Co oxides detected in the
sample prior to activation. Nevertheless, the absorption band between
450 and 750 nm in the visible region of the Co15HAP-R spectrum is in
perfect agreement with the photocatalytic activity as determined with
filtered light illumination, indicating that this band in the visible region
is uniquely responsible for the CoxHAP photo-response.

3.3. Reaction mechanism

To gain additional insight into the reaction mechanism, operando
Raman measurements were performed under reaction conditions. Fig.
S20 shows the Raman spectra collected from the in situ activated
Co15HAP sample under the reactant gas mixture (CO2 at 10 mL·min−1 +
H2 at 10 mL·min−1) at 250 °C under light irradiation and dark condi-
tions. It can be observed that several vibrational bands are present only
under light irradiation. The peaks centered at 1581 and 1414 cm−1 can
be assigned to polydentate/bidentate carbonate species,[45] while the
bands at 1698 and 1834 cm−1 can be assigned to CO adsorbed on metal-
lic Co (1735 cm−1 by DFT) and CO2 adsorbed on HAP at a surface oxy-
gen site (1855 cm−1 by DFT), respectively. The detected species suggest
that the CO2 is bound to the catalyst surface via *O, forming carbonate
species, which are later probably reduced by hydrogen spillover from
the Co nanoparticles, forming formate species, which finally decom-
pose to CO (Fig. S21).[46] This is in agreement with the adsorption en-
ergies obtained by DFT simulations, which show that H2 preferentially
adsorbs to metallic Co, while CO2 adsorbs to the HAP surface oxygen
(Fig. 4). Additional bands at 680 and 610 cm−1 were assigned to Co3O4,
indicating partial reoxidation of the metallic Co nanoparticles under
the reaction conditions, which could be attributed to oxidation by CO2
or the evolved H2O product.

As noted above, the Ea, app for Co15HAP, obtained from the Arrhe-
nius plot (Fig. 3c), show different values under illuminated and dark
conditions, i.e., they are lower under light illumination. These differ-
ences in Ea, app indicate differences in the rate-determining step for this
reaction under light irradiation and dark conditions. Ea, app was derived
from temperature measurements at the catalysts bed surface. Although
it has been reported that the local temperature at the nanoscale on the
active sites could be higher,[47] no direct evidences has been provided.
Moreover, our theoretical simulations indicate a negligible change in
the local temperature, and therefore it may be reasonable to draw con-
clusions based on these Ea values only.

Therefore, the partial reaction orders of H2 and CO2 under dark and
light illumination were estimated for Co15HAP and Co5HAP, since this
parameter is measured at a constant temperature, and is generally inde-
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Fig. 4. CO2 hydrogenation reaction pathway on Co15HAP (left) and Co5HAP
(right), with and without light, along with Gibbs free energy changes for se-
lected processes. Visualized with VESTA.[48] Color code: Ca green; Co (ground
state) blue; Co (excited state) pink; P yellow; O red; H white.

pendent of the reaction temperature. As shown in Fig. 5, the CO2 reac-
tion orders in Co15HAP under dark and light conditions were 0.55 and
0.64, respectively. These values are similar, indicating no significant ef-
fect of light on CO2 activation. Similarly, Co5HAP presents CO2 reaction
order values under dark and light conditions of 1.15 and 1.09, respec-

tively. The DFT simulations show that CO2 binds to HAP (ΔG =
−0.16 eV; step 1 in Fig. 4) rather than to Co nanoparticles (ΔG =
+1.15 eV; Table S5), and preferentially to the pristine material than to
the Co-doped material (ΔG = +0.54 eV for the Co-doped HAP; Table
S5). This implies that in the real system, CO2 tends to adsorb on the
HAP surface oxygen atoms far from the Co site, so that the adsorbed
CO2 and the reaction intermediates derived from it are not directly af-
fected by the photoexcitation. On the contrary, the H2 reaction order in
Co15HAP changes from 0.13 to − 0.51 with illumination, while the val-
ues obtained for Co5HAP do not change much (0.31 and 0.10 in dark
and light, respectively). This is consistent with the fact that H2 preferen-
tially adsorbs on metallic Co (ΔG = −0.24 eV; step 2a) rather than on
Co-doped HAP (ΔG = +0.23 eV; step 2b) and is thus affected by the
LSPR induced by light on metallic Co in the Co15HAP system. The more
exergonic and dissociative adsorption of H2 on metallic Co also ratio-
nalizes the higher CO2 hydrogenation activity on Co15HAP compared to
Co5HAP. The negative reaction order measured for Co15HAP can be un-
derstood as dissociative H2 adsorption competing with CO2 adsorption
and decreasing the reaction rate.

In addition, an estimate of the CO2 and H2 reaction orders of the Co
nanoparticles can be obtained by subtracting the values obtained from
Co15HAP from those the ones obtained from Co5HAP. As can be seen in
Fig. S22, the CO2 reaction order remained very similar in light and dark
conditions with values close to 1, while the H2 reaction order was nega-
tive in both dark and light conditions. This indicates that the H2 disso-
ciatively adsorbed on the Co nanoparticles spills over to all the sites and
competes with CO2 adsorption and activation.

The tendency of CO2 and H2 to adsorb to different sites in both
Co5HAP and Co15HAP keeps the adsorbed reactants spatially separated,
but for the reaction to occur, they must clearly come close together.
This can occur if the H2 molecule dissociates and the individual proton
atoms migrate to the CO2 adsorption sites by hopping over oxygen
atoms across the HAP surface. To investigate the feasibility of this
process, the dissociation of H2 on Co-doped HAP was modeled so that a
single H atom leaves the Co site and adsorbs on a distant oxygen. In the
dark, H2 was first molecularly adsorbed (+0.23 eV; step 2b) and then
partially dissociated (+0.26 eV; step 3b) by an H atom moving to one of

Fig. 5. Dependence of the CO production rate at 250 °C with the CO2 partial pressure in dark (black) and light irradiation (red) (a and c) and H2 partial pressure in
dark (black) and light irradiation (red) (b and d) in Co15HAP (a and b) and Co5HAP (c and d).
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the three nearby oxygen atoms in the form of a hydroxyl group. With
light, H2 is directly adsorbed in the partially dissociated state (step 2b*)
because it is more stable than the molecularly adsorbed state (Table
S6), indicating that irradiation facilitates H2 dissociation. This result il-
lustrates the photocatalytic potential of Co-doped HAP.

After the formation of the partially dissociated state, ΔG for further
(complete) dissociation was found to be + 0.78 eV (step 4b), which is a
rather high barrier. However, this barrier does not take into account the
configurational entropy of the dissociated state which consists of many
possible microstates, since there are many surface oxygens to which the
hydrogen can jump. The high dissociation entropy would make the
process feasible at the temperatures at which the reaction is performed.
It is important to note that while the entropic effects promote H2 disso-
ciation, they also tend to make H2 and CO2 adsorption less favorable.

Having justified the transfer of protons between different sites, the
transfer of electrons between the sites still remains to be explained. The
intragap states introduced by the Co doping of HAP (Fig. S11) allow an
enhanced electron transfer, especially during photoexcitation. In the
case of Co15HAP, photoexcitation allows for improved hot-electron
transfer from the Co nanoparticle to the HAP phase by LSPR.[49] An-
other way to improve light absorption and charge transfer in a semicon-
ductor is through oxygen vacancy formation,[50] which can be facili-
tated by doping with transition metals.[51] Our simulations show that
the Gibbs energy required to form the oxygen vacancy by the oxidation
of H2 to H2O in Co-doped HAP is 1.1 eV, compared to 2.1 eV for the
pristine HAP.

Another point to note is that the calculated energies of CO2 adsorp-
tion on HAP refer to the systems where H2O is adsorbed on the surface
metal atom (left undercoordinated by the surface cleavage), as seen in
Fig. 4. In the absence of water molecules, the adsorption is ~1 eV less
favorable (in both pristine and Co-doped HAP), even though the ad-
sorbed CO2 does not directly interact with H2O or the metal on which
H2O is adsorbed. This is feasible in the real system, since water adsorp-
tion is favorable for HAP even at working temperatures (ΔG =
−0.23 eV; Table S5). On the other hand, H2 does not adsorb on Co of
Co-doped HAP when water already adsorbed. However, since the Gibbs
free energy change of water adsorption on Co-doped HAP is not too low
(ΔG = −0.26 eV), a significant number of Co sites should be left unco-
ordinated by water, allowing H2 adsorption. All the computed struc-
tures can be obtained in ref. [52].

3.4. Stability

The stability of Co15HAP as a selective photocatalyst for CO2 hydro-
genation was evaluated by performing the CO2 hydrogenation reaction
continuously for 90 h at the highest temperature (400 °C) under light ir-
radiation. As shown in Fig. S23, Co15HAP exhibited high stability under
these conditions, with only a 5% activity decrease in the CO formation
rate after 90 h of reaction (from 73 mmol·g−1·h−1 to 69.3 mmol·g−1·h−1).
The XRD pattern of Co15HAP after continuous reaction for 90 h at
400 °C shows the same amorphous structure, with no evidence of ag-
glomerated Co species (Fig. S24). The high dispersity and size of Co
nanoparticles in Co15HAP after 90 h reaction was also confirmed by HR-
TEM images (Fig. S25). The high stability of the supported nanoparti-
cles could be attributed to a strong interaction with the support as a
consequence of their growth from metal excess from the lattice upon
thermal treatment, as reported previously.[53] Moreover, the porous
structure, morphology and surface composition of Co15HAP remained
unchanged as evidenced by HR-FESEM images (Fig. S26) and XPS mea-
surements (Fig. S27).

These results are particularly interesting for potential industrial ap-
plications. The characterization after 90 h of reaction at the highest
temperature does not suggest any structural or morphological changes,

and therefore, it can assumed that this material could work continu-
ously for even longer period, especially using lower temperatures.

4. Conclusion

It has been shown that the combination of framework and non-
framework Co atoms in the hydroxyapatite structure renders a photo-
catalyst efficient to promote the light-assisted reverse water gas shift
with a very high CO selectivity, which depends on the Co loading of the
photocatalyst and the operating conditions. Sample characterization af-
ter the reductive H2 activation pretreatment shows that the fine cobalt
oxide nanoparticles present in CoxHAP samples at Co loading > 5% are
converted to metallic cobalt, while a significant percentage of Co+2 re-
mains in the hydroxyapatite framework positions. The most active sam-
ple, Co15HAP, is able to achieve 21.4% conversion under continuous
flow and one sun illumination at 400 °C, which compares favorably
with previously reported photocatalysts. At 300 °C and ambient pres-
sure, CO formation rates up to 30 mmolCO gcatalyst−1h−1 are achieved un-
der one sun illumination, which is more than a 3-fold increase com-
pared to the same process in the dark. The photocatalytic activity re-
sults from light absorption in the visible region and has been correlated
with the presence of Co in the samples. The Co15HAP photocatalyst is
remarkably stable, with only a 5% decrease in the CO formation rate af-
ter 90 h of operation and no observable changes in the physicochemical
properties of the material. On the way to industrial application of pho-
tocatalytic processes, especially for solar fuels production, the present
results show that it is possible to operate photocatalytic processes under
continuous flow with high CO2 conversions and remarkable photocat-
alytic activity at moderate temperatures.
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