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 Migraine is a complex, neurosensory disorder, which is frequently characterized by head pain 

and altered sensory processing. It is very prevalent and highly disabling, affecting on average one out 

of every seven people and severely impacting quality of life. Migraine is also a cyclic disorder, 

fluctuating between acute attack (ictal) periods and relative normality (interictal), although 

impairments have been reported even outside of the acute attack phase. In fact, evaluating sensory-

attentional processing during the interictal phase may provide important information about areas that 

are often disregarded in terms of treatment and clinical importance as well as for anticipating and 

ideally predicting future attacks. In particular, the influence of stimulus-driven (exogenous) and 

internally modulated (endogenous) mechanisms on potential alterations of sensory-attentional 

processing in patients with episodic migraine (EM) interictally as compared to headache-free controls 

(HC), remains to be elucidated. 

One of the tools that is frequently used to study neural activity is the electroencephalogram, 

which has several important advantages, including high temporal resolution, permitting the researcher 

to examine different stages of information processing with a fine-grained tool to detect individual 

differences. Using event-related potentials (ERPs) it is possible to assess the neural response to 

stimuli or events. Furthermore, time-frequency decomposition of the resulting signal can provide 

additional information about the underlying neural oscillatory activity, helping to better delineate 

cognitive processes. Importantly, a combination of ERPs and time-frequency measures can permit 

the researcher to obtain a variety of neurophysiological correlates of sensory-attentional processing, 

which can be used to assess alterations in clinical samples, such as in patients with migraine. 

For the purposes of this research thesis, electroencephalographic (EEG) recordings were 

paired with distinct experimental paradigms to study the neurophysiological correlates of sensory-

attentional processing in HC and EM during the interictal phase. Four research studies were carried 

out to explore four secondary objectives (SO). Specifically, we began with the goal of developing a 

task to study the exogenous and endogenous mechanisms of sensory-attentional processing in the 

visual domain [SO1]. Subsequently, we wanted to apply this task to EM in the interictal phase and 

their HC [SO2]. In parallel, we aimed to resolve some of the discrepancies in the literature, by 

studying the exogenous mechanisms of sensory processing in the visual modality in patients with 

EM, interictally as compared to HC [SO3]. Finally, we moved to the auditory modality to assess the 

exogenous and endogenous mechanisms of sensory-attentional processing in patients with EM, 

during the interictal phase, and their HC [SO4]. 

 First, to accomplish SO1, in Research Study 1 we modified a pre-existing cued visual 

detection task with bilateral entrainers to elicit neural entrainment, the inherent capacity of neural 

oscillatory activity to synchronize to rhythmic stimulation. Next, a sample of headache-free 
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participants completed the task while we recorded the resulting EEG activity and extracted the inter-

trial coherence (ITC) and phase alignment, among other measures. After, we ran a series of analyses 

to check that the paradigm effectively elicited neural entrainment. The results of this study confirmed 

the presence of neural entrainment, through a significant phase alignment of the neural activity to the 

periodic external stimuli and persistence of this phase alignment beyond the offset of the driving 

signal.  

 Next, to respond to SO2, in Research Study 2 we applied the cued visual detection task with 

bilateral entrainment along with a series of questionnaires, to patients with EM in the interictal phase 

and their age- and gender-matched HC. The results indicated that the exogenous response to the 

repetitive stimulation was similar between groups as seen by a lack of differences between EM and 

HC in the ITC and phase alignment to the driving signal. Furthermore, and interestingly, we also 

found similar phase alignment and persistence of the signal after the offset of the external stimuli, in 

EM and HC. 

 In parallel, we wanted to assess whether the previously reported sensory-attentional 

alterations in EM interictally were comprehensive representations of the impairments during this 

phase. In Research Study 3, which consisted of two experiments, we wanted to assess visual 

processing in interictal patients with EM and their HC [SO3]. The first experiment assessed young 

adults with EM and their age- and gender-matched HC, whereas the second experiment evaluated 

middle-aged patients with EM and their age- and gender-matched HC. In both experiments, 

participants completed a series of questionnaires as well as an EEG recording during a pattern-

reversal task from which we obtained pattern-reversal visual evoked potentials, specifically N1-P1 

peak-to-peak amplitude differences. N1-P1 peak-to-peak amplitude differences were obtained for 

each trial as well as averaged into blocks (100 trials per block) and analyzed using traditional analysis 

methods as well as a novel approach based on linear mixed-effects models. The results yielded lower 

scores on the Sensory Perception Quotient in EM as compared to HC. Additionally, N1-P1 peak-to-

peak amplitude differences were found to be similar between EM and HC during the first block, 

related to cortical excitability, and a significant decrement in this measure, used to assess habituation, 

was observed when comparing the first and last blocks/trials in both groups. 

Finally, Research Study 4 was meant to respond to SO4, which wanted to investigate 

exogenous and endogenous mechanisms of sensory-attentional processing, in the auditory modality. 

Here, young patients with EM in the interictal phase and their age- and gender-matched HC were 

compared in terms of questionnaires and their responses to an active, auditory oddball task, during an 

EEG recording. We obtained behavioural measures, spectral power and phase synchronization of 

theta, alpha, and beta-gamma, and ERPs for standard stimuli (N1, P2, N2 amplitudes) as well as for 
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target and novel stimuli (MMN, early and late P3a, P3b, and RON amplitudes). The results of our 

study showed an increased N1 and greater theta phase synchronization to auditory stimuli in EM as 

compared to HC. We also found a lower early P3a, increased late P3a, and reduced RON to novel 

stimuli, in EM as compared to HC, related to the post-sensory response, allocation of attentional 

resources, and attentional orienting, respectively. 

 The present research thesis studied the neurophysiological correlates of sensory-attentional 

processing in patients with EM during the interictal phase and their HC. First, we were able to 

successfully design a task to study the exogenous and endogenous mechanisms of sensory-attentional 

processing. Next, with regard to the case-control studies (Research Study 2-4), our results would 

suggest that certain processes and mechanisms are preserved in patients with EM interictally while 

others are impaired. In particular, in Research Study 2, we found similar neural entrainment, as seen 

by a lack of significant differences in either phase alignment or ITC between groups, which would 

suggest that the exogenous and endogenous mechanisms of sensory-attentional processing, related to 

this process, are preserved in EM interictally. In Research Study 3, on the other hand we found no 

significant differences on the pattern-reversal task, in either cortical excitability or habituation, in EM 

or HC, although EM did report subjective visual hypersensitivity, which could be indicative of some 

level of alterations in the exogenous mechanisms of visual processing. Finally, in Research Study 4, 

the results yielded auditory hypersensitivity in EM as compared to HC as seen by an increased N1 

and greater theta phase synchronization, as well as a reduced post-sensory response and a 

compensatory increase in the allocation of attentional resources, shown by a reduced early P3a and 

increased late P3a. Furthermore, patients with EM also had a significantly reduced RON as compared 

to HC indicating trouble shifting attention away from novel stimuli and back to the main task. Taken 

together, the results of these studies would suggest that patients with EM interictally may already 

exhibit certain deficits in sensory-attentional processing, although the results are more limited than 

previously thought. 
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 La migraña es un trastorno neurosensorial complejo que se caracteriza frecuentemente por 

dolor de cabeza y alteración del procesamiento sensorial. Es muy prevalente y altamente 

discapacitante, afectando de media a una de cada siete personas y repercutiendo gravemente en la 

calidad de vida. La migraña es también un trastorno cíclico, que fluctúa entre periodos de ataque 

agudo (ictal) y relativa normalidad (interictal), aunque se han descrito alteraciones incluso fuera de 

la fase de ataque agudo. De hecho, la evaluación del procesamiento sensorial-atencional durante la 

fase interictal puede proporcionar información importante sobre áreas que a menudo no se tienen en 

cuenta en términos de tratamiento e importancia clínica, así como para anticipar e idealmente predecir 

futuros ataques. En particular, queda por dilucidar la influencia de los mecanismos impulsados por 

estímulos (exógenos) y modulados internamente (endógenos) en las posibles alteraciones del 

procesamiento sensorial-atencional en pacientes con migraña episódica (ME) interictales en 

comparación con controles sin cefalea (CS). 

Una de las herramientas que se utiliza con frecuencia para estudiar la actividad neuronal es 

el electroencefalograma, que presenta varias ventajas importantes, entre ellas una alta resolución 

temporal, lo que permite al investigador examinar distintas etapas del procesamiento de la 

información con una herramienta de gran precisión para detectar diferencias individuales. Mediante 

los potenciales relacionados con eventos (ERPs) es posible evaluar la respuesta neuronal a estímulos 

o eventos. Además, la descomposición tiempo-frecuencia de la señal resultante puede proporcionar 

información adicional sobre la actividad oscilatoria neuronal subyacente, ayudando a delinear mejor 

los procesos cognitivos. Es importante destacar que una combinación de ERPs y medidas de tiempo-

frecuencia puede permitir al investigador obtener una variedad de correlatos neurofisiológicos del 

procesamiento sensorial-atencional, que pueden utilizarse para evaluar alteraciones en muestras 

clínicas, como en pacientes con migraña. 

Para los fines de esta tesis doctoral, los registros de electroencefalografía (EEG) se 

emparejaron con distintos paradigmas experimentales para estudiar los correlatos neurofisiológicos 

del procesamiento sensorial-atencional en CS y ME durante la fase interictal. Se llevaron a cabo 

cuatro estudios de investigación para explorar cuatro objetivos secundarios (OS). En concreto, 

comenzamos con el objetivo de desarrollar una tarea para estudiar los mecanismos exógenos y 

endógenos del procesamiento sensorial-atencional en el dominio visual [OS1]. A continuación, 

quisimos aplicar esta tarea a ME en fase interictal y a sus CS [OS2]. Paralelamente, nos propusimos 

resolver algunas de las discrepancias en la literatura, estudiando los mecanismos exógenos de 

procesamiento sensorial en la modalidad visual en pacientes con ME, en fase interictal y sus CS 

[SO3]. Finalmente, nos trasladamos a la modalidad auditiva para evaluar los mecanismos exógenos 
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y endógenos del procesamiento sensorial-atencional en pacientes con ME, durante la fase interictal, 

y sus CS [SO4]. 

 En primer lugar, para lograr el OS1, en el Estudio de Investigación 1 modificamos una tarea 

de detección visual preexistente con estimulación bilateral para provocar entrainment, la capacidad 

inherente de la actividad oscilatoria neural para sincronizarse con la estimulación rítmica. A 

continuación, una muestra de participantes sin cefalea completó la tarea mientras registrábamos la 

actividad EEG resultante y extraíamos la coherencia (ITC) y la alineación de fase, entre otras 

medidas. A continuación, realizamos una serie de análisis para comprobar que el paradigma 

provocaba efectivamente entrainment neural. Los resultados de este estudio confirmaron la presencia 

de entrainment neural, a través de una alineación de fase significativa de la actividad neural con los 

estímulos externos periódicos y la persistencia de esta alineación de fase más allá del desplazamiento 

de la señal impulsora.  

 A continuación, para responder al SO2, en el Estudio de Investigación 2 aplicamos la tarea 

de detección visual con estimulación bilateral, junto con una serie de cuestionarios, a pacientes con 

ME en la fase interictal y a su CS emparejados por edad y sexo. Los resultados indicaron que la 

respuesta exógena a la estimulación repetitiva fue similar entre los grupos, como se observa por la 

ausencia de diferencias entre ME y CS en el ITC y la alineación de fase con la señal de conducción. 

Además, y de forma interesante, también encontramos una alineación de fase y una persistencia de la 

señal similares tras la desaparición de los estímulos externos, en ME y CS. 

 Paralelamente, queríamos evaluar si las alteraciones sensoriales-atencionales previamente 

descritas en pacientes con ME interictales eran representaciones exhaustivas de las alteraciones 

durante esta fase. En el Estudio de Investigación 3, que consistió en dos experimentos, quisimos 

evaluar el procesamiento visual en pacientes interictales con ME y sus CS [SO3]. El primer 

experimento evaluó a adultos jóvenes con ME y a sus CS emparejados por edad y sexo, mientras que 

el segundo experimento evaluó a pacientes de mediana edad con ME y a sus CS emparejados por 

edad y sexo. En ambos experimentos, los participantes completaron una serie de cuestionarios, así 

como un registro EEG durante una tarea de inversión de patrones de la que obtuvimos potenciales 

evocados visuales de inversión de patrones, específicamente diferencias de amplitud pico a pico N1-

P1. Las diferencias de amplitud pico a pico N1-P1 se obtuvieron para cada ensayo, así como 

promediadas en bloques (100 ensayos por bloque) y analizadas utilizando métodos de análisis 

tradicionales, así como un enfoque novedoso basado en modelos lineales de efectos mixtos. Los 

resultados arrojaron puntuaciones más bajas en el Cociente de Percepción Sensorial en ME en 

comparación con CS. Además, se observó que las diferencias de amplitud pico a pico N1-P1 eran 

similares entre ME y CS durante el primer bloque, en relación con la excitabilidad cortical, y se 



    

 

11 

 

observó una disminución significativa en esta medida, utilizada para evaluar la habituación, al 

comparar el primer y el último bloque/ensayo en ambos grupos. 

Por último, el Estudio de Investigación 4 debía responder al OS4, que quería investigar los 

mecanismos exógenos y endógenos del procesamiento sensorial-atencional en la modalidad auditiva. 

Aquí, se compararon pacientes jóvenes con ME en la fase interictal y sus CS de la misma edad y sexo, 

en términos de cuestionarios y sus respuestas a una tarea auditiva activa, durante un registro de EEG. 

Se obtuvieron medidas conductuales, potencia espectral y sincronización de fase de theta, alfa y beta-

gamma, y ERPs para estímulos estándar (amplitudes N1, P2, N2) así como para estímulos diana y 

novedosos (amplitudes MMN, P3a temprana y tarde, P3b y RON). Los resultados de nuestro estudio 

mostraron un aumento de N1 y una mayor sincronización de la fase theta con los estímulos auditivos 

en ME en comparación con CS. También se observó una menor P3a temprana, una mayor P3a tarde 

y una menor RON ante estímulos nuevos en ME en comparación con CS, en relación con la respuesta 

postsensorial, la asignación de recursos atencionales y la orientación atencional, respectivamente. 

 La presente tesis de investigación estudió los correlatos neurofisiológicos del procesamiento 

sensorial-atencional en pacientes con ME durante la fase interictal y sus CS. En primer lugar, pudimos 

diseñar con éxito una tarea para estudiar los mecanismos exógenos y endógenos del procesamiento 

sensorial-atencional. A continuación, con respecto a los estudios de casos y controles (Estudio de 

investigación 2-4), nuestros resultados sugerirían que ciertos procesos y mecanismos están 

preservados en pacientes con ME durante la fase interictal, mientras que otros están deteriorados. En 

particular, en el Estudio de Investigación 2, encontramos un entrainment neural similar, como se 

observa por la ausencia de diferencias significativas tanto en el alineamiento de fase como en el ITC 

entre los grupos, lo que sugeriría que los mecanismos exógenos y endógenos del procesamiento 

sensorial-atencional, relacionados con este proceso, están preservados en la ME interictal. En el 

Estudio de Investigación 3, por otra parte, no encontramos diferencias significativas en la tarea de 

inversión de patrones, ni en la excitabilidad cortical ni en la habituación, ni en ME ni en CS, aunque 

ME sí informó de hipersensibilidad visual subjetiva, lo que podría ser indicativo de algún nivel de 

alteraciones en los mecanismos exógenos del procesamiento visual. Por último, en el Estudio de 

Investigación 4, los resultados arrojaron hipersensibilidad auditiva en ME en comparación con CS, 

como se observa por un aumento de N1 y una mayor sincronización de la fase theta, así como una 

respuesta postsensorial reducida y un aumento compensatorio en la asignación de recursos 

atencionales, mostrado por una P3a temprana reducida y una P3a tarde aumentada. Además, los 

pacientes con ME también presentaban una RON significativamente reducida en comparación con 

los CS, lo que indicaba problemas para desviar la atención de los estímulos nuevos y volver a la tarea 

principal. En conjunto, los resultados de estos estudios sugieren que los pacientes con ME interictales 
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pueden presentar ya ciertos déficits en el procesamiento sensorial-atencional, aunque los resultados 

son más limitados de lo que se pensaba. 
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“[Getting a migraine] was like there was a monster that would show up in your house whenever 

it felt like it and there was nothing you could do about it.”- Whoopi Goldberg 

1.1. Migraine: Understanding the disease 

 

The word migraine is thought to originate from ‘hemicrania’ of Greek origin with ‘hemi’ 

meaning half and ‘crania’ referring to cranium or skull, effectively describing the symptoms and pain 

frequently reported on one half of the head.(1) For centuries, this invisible illness has plagued humans 

with its earliest descriptions, in Mesopotamian poems, dating as far back as 3000 B.C.(1,2) In ancient 

Egypt, many documents refer to headaches and probable migraine alongside a variety of treatments, 

including applying pressure to the affected area and the more invasive process of drilling a hole into 

the skull, or trepanation.(2) In fact, Hippocrates [460 – 370 B.C.], the father of modern medicine, was 

thought to be the first to document the visual alterations that accompany the disorder, describing it 

[presumed migraine] as severe pain on one side of the head, co-occurring with visual 

disturbances.(1,2) Over the years, many references to this disease have been made and countless 

people, including many famous historical figures, such as Julius Caesar, Charles Darwin, and 

Sigmund Freud, have been thought to suffer with it, with a deep impact on their daily lives.(3,4) In 

fact, in 2019, the global prevalence of migraine was estimated to be around 1.1 billion cases.(5)  

1.1.1. Diagnostic criteria and clinical evaluation 

 

 Given its high prevalence and profound impact, individuals with migraine require proper 

treatment. However, to be able to provide optimal care, a diagnosis is necessary. The International 

Classification for Headache Disorders is a hierarchical, diagnostic tool of headache disorders, first 

published in 1988 and currently in its third edition (ICHD-3).(6) This classification system separates 

headache disorders into two categories: primary and secondary. Primary headache disorders are 

idiopathic, with no known cause whereas secondary headache disorders occur as a result of another 

condition, such as infection, trauma, or vascular disease.(7) Migraine [code 1 in ICHD-3 (6)]  is a 

primary headache disorder, which consists of periodic, moderate to severe headache attacks with an 

average duration of 4 to 72 hours in adults and a series of transient, reversible symptoms including 

photophobia (aversion to light) and phonophobia (aversion to sound) or nausea and vomiting. 

Migraine is also frequently subdivided into migraine without [MwoA; code 1.1. in ICHD-3 (6)] and 

migraine with aura [MA; code 1.2. migraine with aura in ICHD-3,(6)] (see Figure 1). For clarity, 

aura is a series of heterogeneous, neurological, transient, and reversible symptoms that frequently 

occur prior to headache, although this is not always the case, comprised of altered visual, sensory, 
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motor, speech and/or language function.(6) In patients diagnosed with MA, visual aura is the most 

frequent (90% of patients), followed by sensory disturbances and speech and/or language 

impairments.(6) Additionally, patients with MA can also have attacks without aura.(6) 

 

 

Figure 1. Diagnostic criteria for migraine without aura (MwoA) and migraine with aura (MA) according to the 

International Classification for Headache Disorders, 3rd edition (ICHD-3). These criteria were taken from the 

ICHD-3 codes 1.1. and 1.2.(6) 

 

Furthermore, aside from classifications based on the presence or absence of aura, migraine 

can also be categorized according to its frequency (number of headache/migraine days a month), with 

most diagnoses requiring a minimum number of attack days over a certain period of time. In fact, a 

more extreme manifestation of migraine, chronic migraine (CM) is diagnosed when patients report 

headaches occurring on 15 or more days per month with at least eight of those days having migraine-

like symptoms, for at least three months [code 1.3. in ICHD-3,(6)] (see Figure 2 for more details). 

Importantly, although the ICHD-3 does not yet have a formal diagnostic category for it, the term 

episodic migraine (EM) is frequently used to refer to patients with migraine that do not meet the 

criteria for CM, based on headache/migraine days/month.(8)  
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Figure 2. Diagnostic criteria for chronic migraine (CM) according to the International Classification for Headache 

Disorders, 3rd edition (ICHD-3). These criteria were taken from the ICHD-3 code 1.3.(6) 

 

To evaluate patients for the presence of a headache disorder, clinicians normally conduct a 

general neurological examination and collect information relative to family history, age of onset, 

headache features, lifestyle factors, and comorbid conditions.(7) For migraine, there are no specific 

diagnostic tests, however a headache diary is an excellent tool to confirm a suspected diagnosis and 

retrieve relevant information as to headache characteristics and acute medication, among other things. 

Headache diaries can be filled out on paper or digitally (eDiary) and consist of a daily log where 

patients must report the presence or absence of headache, along with its characteristics such as 

intensity, duration, accompanying symptoms, and acute medication. Other information can also be 

added, for example regarding menstruation and sleep quality. Importantly, aside from their 

effectiveness as measurement tools, headache diaries have also been shown to help patients reduce 

their use of medication and improve their perceived quality of life (QoL).(9) Furthermore, headache 

diaries are also frequently used in research applications. Patients are usually asked to complete a 

headache diary for at least thirty days prior to entering a research study to obtain a baseline headache 

frequency, confirm the suspected diagnosis (particularly when patients are recruited from the general 

population), and ensure that the patient is headache-free in the time window surrounding the 

experimental session. Additionally, it is good practice to ask presumed headache-free controls (HC) 

to complete a baseline headache diary too. This is because HC may sometimes downplay headaches. 

In fact, in one study over 30% of HCs were excluded from further analyses due to reports of multiple 

headache days in their headache diaries, with the authors emphasizing the importance of careful 

screening to avoid introducing bias into the sample.(10) 
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1.1.2. Characteristics and clinical phases 

 

Aside from the characteristic pain, which is often defined as moderate or severe in intensity 

and frequently unilateral,(6) migraine is a cyclic neurosensory disorder, frequently accompanied, 

during and between attacks, by a variety of physiological, sensory, and other symptoms. In fact, the 

migraine cycle can be divided into phases, with their own characteristic symptoms and impairments 

(see Figure 3), which include the: prodrome, aura, ictal, postdrome, and interphase.(11–14) 

 

 

Figure 3. Timeline of the cyclic phases associated with migraine. During the interictal phase, patients experience a 

relatively normal state, followed by the onset of the prodrome where a variety of changes including fatigue, mood, 

and cognitive changes occur. In approximately one third of patients, aura, or reversible visual, motor, or cognitive 

alterations occurs next, followed by headache and its accompanying symptoms, including nausea, and 

photophobia/phonophobia. Finally, the postdrome phase takes over, during which patients may experience fatigue 

and cognitive changes among other symptoms, and then a return to normality, again. Adapted from Linde.(12,13) 

 

The prodrome, also sometimes referred to as the pre-ictal or premonitory stage, is best 

defined as the period prior to headache onset,(6) when certain alterations, referred to as prodromes or 

premonitory symptoms can occur. These frequently include: tiredness or fatigue, yawning, mood or 

behavioral alterations, appetite changes, thirst, sensory sensitivities, and gastrointestinal 

complaints.(15–17) Given the nature of premonitory symptoms, a hypothalamic disturbance has been 

proposed since this brain structure is involved in functions related to appetite control, water retention, 

circadian rhythms, and endocrine control.(18) Not surprisingly, research studies using functional 

magnetic resonance imaging (fMRI) would appear to confirm this hypothesis, showing increased 

hypothalamic activity in patients with migraine during the prodrome.(19,20) These changes have 

been proposed as a neural correlate of this phase,(19,20) although these results have some important 

methodological issues including a lack of information about premonitory symptoms at the time of the 

scan and certain questionable definitions of migraine phases.(21) Another area that would appear to 

be more active during the prodrome is the spinal trigeminal nucleus (SpV), related to pain and 

temperature processing,(22,23) which has been found to be coupled to the hypothalamus during this 
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phase.(24) Activation of the SpV, due to its role in relaying nociceptive information, has been related 

to the perception of pain and the presence of sensory alterations.(25) 

Additionally, about one third of patients with migraine report aura.(26) Many researchers do 

not consider aura as a separate phase because it is not present in all patients and, in those diagnosed 

with MA, attacks without aura are also common.(6) Furthermore, aura without headache, sometimes 

termed ‘silent migraine’ does occur and aura may also overlap into the ictal phase or develop 

alongside headache.(11) Silent migraines have been reported in older patients, particularly those with 

a previous MA diagnosis but are not unique to this population.(27–33) In fact, transient visual 

disturbances have been reported in other diseases such as epilepsy,(34) syncope,(35) cluster headache 

and other primary headache disorders.(36,37) Aura is therefore not migraine-specific with some 

researchers even arguing for a different genetic basis for aura as compared to headache.(38–40)   

Next, the ictal period, most frequently characterized by moderate to severe headache, usually 

lasting 4-72 hours, and accompanied by photo- and phonophobia or nausea and vomiting, occurs.(6) 

Interestingly, photo- and phonophobia during a migraine attack can actually exacerbate other 

symptoms, including head pain, nausea, and vomiting,(41) a phenomenon otherwise termed photo- 

and phonocephalodynia. During this time, a number of brain regions have been found to exhibit 

increased regional cerebral blood flow (rCBF) measured using positron emission tomography (PET), 

in patients with migraine as compared to headache-free controls. These include the brainstem, 

auditory and visual association cortices,(42) as well as the dorsolateral pons, anterior cingulate, 

posterior cingulate, cerebellum, and temporal lobes.(43–45) In particular, the increased blood flow in 

the dorsolateral pons, located within the brainstem, is thought to play an important role in the migraine 

attack given its function as a hub for major sensory and motor inputs and outputs as well as pain 

modulation.(46) On the other hand, activation of the cingulate cortex has previously been linked to 

the emotional processing of pain.(47–49) Furthermore, increased rCBF in the visual and association 

cortices may explain the presence of photophobia and phonophobia during the migraine attack.(42) 

Once the ictal phase is over, the patient enters the postdrome, sometimes called the post-

ictal stage, and frequently referred to as the “migraine hangover.” During this stage, the patient may 

report a variety of symptoms, also known as postdromes or postmonitory symptoms, including 

tiredness or fatigue, difficulty concentrating, stiff neck, muscular weakness, reduced appetite, residual 

discomfort related to headache, and mood changes.(50–53) Given the wide variety of symptoms, 

postdromes (and predromes) can be separated into four different categories: neuropsychiatric, 

sensory, gastrointestinal, and general.(52) Most of these symptoms resolve in a 24-hour 

period,(51,53) although this phase remains relatively understudied.(54) Using fMRI, one study found 

increased activation of the visual cortex during the post-ictal phase, which might explain the lingering 
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sensory sensitivity.(20) Nonetheless, it remains unclear whether the same structures that are more 

active during the ictal and postdrome phases underlie the reported alterations during this stage.  

Finally, once the postdrome dissipates, the patient arrives at the interphase or interictal 

stage, often considered the attack-free return to normality. However, many patients continue to report 

symptoms, such as sensory alterations, here.(55,56) This is consistent with the results from fMRI, 

which found impaired activity and connectivity between sensory networks suggesting impaired 

sensory processing, interictally.(57) During this phase, patients also report significant anxiety with 

regard to future headaches,(58) which may have a significant toll on their QoL and lead to the 

avoidance of certain stimuli/events, resulting in important lifestyle modifications.(59) Furthermore, 

the recurrent nature of migraine may lead to a behavioral response termed ‘learned helplessness’ in 

some patients, or the belief that no matter what they do bad things will continue to occur, further 

exacerbating negative feelings.(58) In fact, the impact of migraine during the interictal phase has 

earned its own term, the Interictal Burden (IIB).(58) Importantly, this phase and its potential 

alterations continue to be relatively unexplored [for a review, see (60)] although patient complaints 

in the clinic, would appear to indicate that they continue to experience pervasive symptoms, which 

affect their QoL. Recently, more interest has been given to this phase, with some clinical trials even 

including interictal metrics as outcome measures.(60) Without a doubt, better comprehending the 

alterations that may occur at this stage, may permit us to improve patient QoL, refocus treatments 

and outcomes, anticipate or ideally predict future headache attacks, and better understand this 

complex brain disorder.  

1.1.3. Pathophysiological models 

 

 Early theories of migraine pathophysiology were of either vascular or neural origin. For 

example, work by Peter Wallwork Latham in the 1870s (61,62) proposed that the source of migraine 

was vasodilation as a consequence of aura, which prompted the vascular or vasogenic theory of 

migraine. This notion was revisited in the 1940s by Wolff and colleagues who did research on cranial 

blood vessels, after observing that the administration of ergot alkaloids such as ergotamine tartrate, 

which provoke vasoconstriction, had an abortive function on migraine attacks.(63–66) They proposed 

that the origin of migraine was an initial intracerebral vasoconstriction resulting in aura and a 

subsequent intra- and extracerebral vasodilation leading to the depolarization of primary nociceptive 

neurons, causing headache and pain.(64) Other research on the induction of migraine attacks found 

that nitroglycerin, a known vasodilator, provoked headache,(67) whereas vasoconstrictors including 

ergotamines and serotonin-norepinephrine reuptake inhibitors eliminated it [(68,69) despite (65,70)]. 

Additionally, studies on changes in the velocity of blood flow through middle cerebral arteries on the 
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side of the head affected by headache found reduced velocity suggesting vasoconstriction.(71,72) 

Nonetheless, the conceptualization of migraine as a uniquely vascular disorder, is unnecessarily 

reductionist,(65) primarily due this theory’s inability to explain a number of headache-related 

phenomena such as prodromes and postdromes, sensory, attentional, and cognitive alterations, and 

aura. Additionally, despite the hypothesis proposed by vascular theory, that vasodilation elicits 

headache, patients with MwoA actually had reduced rCBF during headache,(73) and migraine-like 

headache was found to occur only once the initial vasodilation had subsided.(65,74,75) However, 

Asghar and colleagues have recently cautioned against the removal of vascular mechanisms from 

migraine models, seeing as some level of vascular change does appear to occur during the ictal phase, 

specifically vasodilation of intra- and extra-cerebral arteries on the side of the headache.(76) 

 Alternatively, a second set of models to explain migraine pathophysiology were of neural 

origin. Specifically, around the same time as the original work on vascular theory emerged, Edward 

Liveing proposed a neurogenic theory, claiming that migraine was the result of a nerve-storm.(77) 

Early proponents of this theory claimed that vascular changes, such as altered blood flow, could result 

due to abnormal neuronal activity in patients with migraine highlighting a potential relationship 

between cranial blood vessels and trigeminal nerves [(78,79) for a review, see (80)]. In 1979, 

Moskowitz proposed the trigeminovascular or inflammatory hypothesis, after observing that 

trigeminovascular axons from blood vessels release vasoactive peptides, which produce 

inflammation.(81,82) As a result of inflammation, the trigeminal ganglion (TG) induces neurogenic 

protein extravasation of peptides including calcitonin gene related peptide (CGRP). CGRP is one 

of the most well-known neuropeptides associated with migraine and acts as a potent vasodilator.(83) 

It is thought that neurogenic inflammation, alongside the impact of CGRP on surrounding tissue, may 

act as the mechanism underlying pain during the migraine attack.(84) However, neurogenic models 

have their own share of criticisms, including the fact that not all attacks are CGRP-dependent (85) 

and that many compounds used in preclinical studies of dural neurogenic inflammation have not been 

found to work in human models.(86) 

 Similarly, to neurogenic theory, the neurological theory attempted to conceptualize 

migraine as a disorder of neural origin. In this theory, neuronal activation in migraine is thought to 

occur as a result of cortical spreading depression (CSD) (see Figure 4), an initial wave of excitation 

followed by an inhibition of cortical neurons and glial cells, causing transient but reversible 

suppression of neuronal activity.(87) The occurrence of CSD is largely supported by animals models, 

where the application of potassium ions locally resulted in this series of events (88,89) and is thought 

to represent the neural correlate of aura.(68,90) Importantly, neurological theory does not entirely 

discard vascular influence as cerebral blood flow changes have been found to occur during CSD.(91) 
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However, the presence of CSD is inconsistent in migraine and its effects are very heterogenous in 

humans.(65) Moreover, aura does not occur in all patients with migraine (26) and aura without 

headache is not uncommon.(6) Furthermore, the brain itself does not have pain sensory fibers, which 

makes it difficult for neurological theory to explain where the pain stems from.  

 

 

Figure 4. The processes underlying cortical spreading depression (CSD), frequently considered as the 

electrophysiological generator of aura.(92–94) According to basic research using animal models, CSD occurs as a 

result of a transient wave of neuronal and glial depolarization, which spreads over the cortex and elicits fluctuations 

in transmembrane ion concentration, resulting in inhibition of both spontaneous and evoked neuronal activity.(92) 

Reproduced from Ferrari et al.(95) 

 

Nowadays, the most accepted theory is the neurovascular theory (for a schematic 

representation, see Figure 5), which unites both neural and vascular mechanisms and suggests that 

migraine originates within the central nervous system (CNS). In particular, the activation of 

peripheral, trigeminal sensory afferents by the dilation of meningeal blood vessels, results in a 

nociceptive signal being sent to the thalamus, via the TG and the trigeminocervical complex 

(TCC).(96–98) The thalamus in turn has connections to brainstem regions such as the periaqueductal 

gray (PAG) and the locus coeruleus (LC), which may explain the physiological symptoms that tend 

to accompany migraine.(99) Additionally, co-occurring sensory symptoms may result due to the 

altered activity in the TCC and thalamus.(25,100) Furthermore, a deficient thalamo-cortical drive, or 

‘thalamo-cortical dysrhythmia’ was recently proposed to occur in migraine due to a serotonergic 

disconnection of the thalamus from its controlling inputs, such as the brain stem nuclei, resulting in 

low-frequency activity.(101) This deficient thalamocortical drive has been related to altered function 

of sensory cortices and pain processing in patients with migraine.(102) In conclusion, although 

aspects of migraine pathophysiology remain elusive, it seems clear that migraine is a disorder of 

neural (and vascular) origin, and although the brain is difficult to study, there are different 

techniques, such as electroencephalography (EEG) (see Section 1.2.), which permit us to do so. 



    

 

23 

 

 

Figure 5. The neurovascular theory of migraine. In this theory, trigeminal sensory afferents encircle cranial blood 

vessels. When these afferents are activated, the signal moves through the trigeminal ganglion (TG) to the 

trigeminocervical complex (TCC). Calcitonin gene-related peptide (CGRP) provides the mechanism for this to occur, 

acting as the main neurotransmitter.(103) The signal then continues to the thalamus and modulation occurs as a 

result of connections with brainstem regions, including the periaqueductal gray (PAG) and the locus coeruleus 

(LC).(99) Figure reproduced from Ferrari et al.(95) 

1.1.4. Prevalence and economic impact 

 

According to the 2016 Global Burden of Disease (GBD) Study, migraine was ranked as the 

sixth most prevalent disorder according to a list of 328 diseases and injuries.(104) Specifically, 

1.05 billion [1.00 – 1.09, 95% uncertainty interval (UI)] individuals were estimated to live with 

migraine, with approximately 18.9% [18.1 – 19.7] of the global age-standardized prevalence 

attributed to women and 9.8% [9.4 – 10.2] to men.(104) In Spain this number was found to be around 

9.45 million [9.00 – 10.00, 95% UI]. Migraine also ranked as the second highest cause of disability-

adjusted life-years (DALYs) according to the 2016 GBD Study, best defined as the years of health/life 

lost to a disease or disorder and comprised of the sum of years lived with disability (YLDs) and those 

lost to premature mortality (YLLs).(104) Specifically, migraine contributed to a global 45.1 million 

[29.0 – 62.8, 95% UI] YLDs with an estimated 792.83 of these YLDs per 100,000 being reported in 

Spain [189.16 – 1,692.89]. Importantly, the number of YLDs attributed to migraine has increased by 

approximately 51.2% [49.7 – 52.8] since 1990, highlighting the importance of migraine treatments 

and research. The amount of YLDs, when age-standardized, was also found to be higher in women 

than men with a peak in prevalence and YLDs being reported between the ages of 35 and 39. This is 

not surprising given previous reports of migraine being around three times more prevalent in women 

than in men [see (105) for a review]. Additionally, migraine is the most frequent cause of disability 

in individuals, particularly young adults and middle-aged women, under 50 years old (104,106) 

 Migraine also has an important economic impact, which can be attributed to the effect of 
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headache-related pain and resulting psychosocial and psychiatric problems on work, social 

relationships, and global disability, among others.(107) For example, patients with migraine tend to 

report higher rates of absenteeism, less efficiency at work, and decreased time inverted into their 

job as well as consequences on their relationships with family and friends.(107) In fact, patients 

with migraine/other headache disorders tend to lose approximately 7 days of work per year with 

migraine/headache disorders being the second highest contributors to days out of role.(108) Also, in 

terms of cumulative burden, 11.8% of patients reported that migraine negatively affected their 

education, 7.4% their career and 5.9% their earnings.(109) Migraine is also highly comorbid with 

psychiatric illness, with greater comorbidity occurring with increased headache frequency.(110,111) 

In one study using regression models that accounted for sociodemographic variables, patients with 

migraine were found to have a significantly higher likelihood of insomnia, depression, and anxiety, 

than those without migraine.(110) These psychiatric comorbidities not only affect patient QoL, but 

have also been related to a higher risk of developing CM and overusing medication.(112,113)  

Given its high prevalence, significant personal and economic impact, as well as a number of 

unsolved questions with regard to migraine pathophysiology, it remains clear that more research is 

required to better understand this disabling brain disorder. One potential avenue of exploration, given 

the neurosensory nature of migraine relies on the use of EEG as a tool to study migraine, which will 

be discussed in the following section. 

 

 

1.1. KEY MESSAGES 

 

1. Migraine can be classified according to the presence or absence of aura (MA and MwoA) as well as 

the number of headache days/month (EM and CM). 

2. Headache diaries are excellent clinical and research tools for recording information relevant to 

headache, as well as confirming presumed diagnoses and ensuring a headache-free window around the 

time of the experimental session. 

3. Migraine is a cyclic disorder that can be separated into distinct phases: prodrome, aura, ictal, 

postdrome, and interictal. Studying the latter is particularly relevant to see whether alterations continue 

outside of the ictal phase, as well as to understand migraine and improve patient QoL. 

4. The neurovascular theory of migraine pathophysiology is the most accepted and posits a relationship 

between neural and vascular elements, of which the neural mechanisms remain to be elucidated. 

5. Migraine presents a high economic burden, and results in serious psychosocial and psychiatric 

difficulties. 
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1.2. Electroencephalography: The technique 

 

 As resumed in the previous section [1.1], migraine is a complex brain disorder of 

neurovascular origin, with reports of altered neural electrical activity, among other things. To better 

understand the differences in function during the interictal phase, this PhD thesis will use EEG as 

the primary research tool to elucidate potential impairments in patients with migraine as compared 

to headache-free controls. 

1.2.1. Electroencephalography 

 

 The word electroencephalography, stems from the Greek ‘electro’ referring to electric, 

‘enkephalo’ referring to the head, and ‘graphia’ referring to drawing or writing, and refers to the study 

of the temporal dynamics of human cortical activity.(114) Specifically, electroencephalography is 

the study of electrical brain activity and the electroencephalogram is the tool used to measure this 

activity. Nevertheless, to understand both the study and the tool, it is essential to begin by 

comprehending the origins of the neural signal that is quantified. Cells communicate using action 

potentials, or waves of electrical activity,(115) which result in voltage spikes. These spikes have an 

effect on the resting membrane potential, which has a relatively constant voltage (usually around   

-40 to -90 mV),(115) and trigger the release of neurotransmitters, which bind to membrane receptors 

of post-synaptic neurons.(114–116) This binding process causes ion channels to open and close, 

causing a post-synaptic potential, or a change in the electric potential across the resting cell 

membrane.(115,116) These changes in potential can arrive at the neuron from a large number of 

inputs and can either be depolarizing [i.e., excitatory post-synaptic potentials (EPSPs)] or 

hyperpolarizing [i.e., inhibitory post-synaptic potentials (IPSPs)].(114–116) Depending on the 

summation of these excitatory and inhibitory inputs, a subsequent action potential can occur (see 

Figure 6 for a schematic representation).(115) This action potential occurs in an all-or-nothing 

fashion, depending on the membrane potential of the axon hillock, which once a certain voltage or 

threshold potential is reached, fires.(115) These action potentials occur very quickly, usually lasting 

only about one ms, whereas post-synaptic potentials take place much slower, over a time range in the 

tens or hundreds of ms. For this reason, EEG is thought to provide a measure of post-synaptic 

electrical activity.(114) 
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Figure 6. A schematic representation of the summation of post-synaptic potentials (top) and pre- and post-synaptic 

cell activity (bottom). In the top illustration, a variety of hypothetical synaptic activity scenarios are depicted. 

Synapses on the post-synaptic cell can be either excitatory (E) or inhibitory (I) in nature. When only one excitatory 

synapse (E1 or E2) on the post-synaptic cell is stimulated, a subthreshold excitatory post-synaptic potential (EPSP) 

occurs. When two synapses (E1 and E2) are stimulated, a subthreshold EPSP occurs, leading to the generation of a 

postsynaptic action potential. In turn, if an inhibitory synapse is stimulated (I1) then an inhibitory post-synaptic 

potential (IPSP) occurs. Next, if E1 and I1 are stimulated together, then the resulting EPSP occurs, but with a 

diminished amplitude. Finally, the sum of E1, E2, and I1 leads to an EPSP but of insufficient strength to result in a 

postsynaptic action potential. Please note, the membrane changes: with EPSPs being excitatory and IPSPs 

hyperpolarizing. In this graph, EPSPs are represented in yellow, post-synaptic action potentials in blue, IPSPs in 

red, and the sum of E and I synapses in orange. Top figure reproduced from (115) and bottom figure from (116). 

 

Furthermore, given that the electroencephalogram is placed on the scalp, several other factors 

contribute to this signal being picked up at a distance. First, ions generate electrical fields and the 

summation of the electrical fields of a large number of ions can be measured at a distance.(114) 

Additionally, EPSPs and IPSPs, result in electric dipoles (a positive and negative charge pair 

separated by a distance).(114) When these dipoles occur across many neurons and are similarly 

oriented, their collective charge can sum to a big enough magnitude to be measured at the scalp.(114) 

For a review of dipole theory, see work by Niedermeyer.(117) Finally, the amplification of these 

signals is possible due to specific properties of neural tissue which permit volume conduction, 

allowing electrical fields to propagate through biological tissue to reach the skull.(114) Consequently, 

the EEG technique permits us to measure the combined post-synaptic activity of large aggregates of 

cortical neurons (for a visual representation of the biophysical properties of neurons as they relate to 

the EEG, see Figure 7).(118) 
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Figure 7. A visual representation of the biophysical properties of neurons as they relate to electroencephalography 

(EEG). A. Aggregate post-synaptic activity of large numbers of neurons result in electric dipoles, which as a result 

of the nature of neural tissue with regard to volume conduction, can lead to the signal arriving at the scalp to be 

picked up by an EEG electrode. B. The EEG signal is affected both by the intensity of the signal as well as the 

synchronization of neuronal activity. Figure reproduced from Bear et al.(119) 

 

Subsequently, to capture this electrical activity using EEG, four steps are essential: [i] 

transduction or conversion of the neural electrical potentials to an electrical current, [ii] 

transmission from electrode to amplifier, [iii] amplification of the resulting activity, and [iv] 

conversion from analog to digital.(114) The EEG activity is recorded using an electrode cap placed 

on the head and transduction occurs due to the electrode gel, placed on the surface of the electrode, 

which permits the electrical signal to propagate further.(114) Next, the signal is transmitted to the 

amplifier, at which point sources of noise (e.g., mechanical, environmental, and physiological) can 

be introduced into the recording. This is why it is very important to isolate the experimental chamber 

both acoustically and electromagnetically and to remove unnecessary electrical equipment. 

Physiological artifacts, on the other hand, can occur due to eye movements, muscular contractions, 

cardiac activity, and more. To reduce these, participants are normally instructed to remain still, 

decrease blinking, and maintain their eyes in the center of the screen. Nonetheless, there are post-

processing measures in place to deal with these artifacts through visual inspection and the removal of 

trials with noise. Finally, the signal is amplified, and converted from analog to digital input. 

 In terms of its efficacy and reliability as a measurement tool, EEG does have certain 

disadvantages. The principal one is that it does not provide spatial resolution, meaning that we cannot 

ascertain which cortical areas the signal is coming from. Furthermore, EEG measures provide the end 

result (a perceived voltage distribution), but it is impossible to know the locations and orientations of 
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the signal generators, due to the infinite number of possibilities arriving at the same result. This 

problem is frequently referred to as the ‘inverse problem’. Effects can also be very small, meaning 

that many trials (repetitions) are necessary to draw any conclusions, which can make experiments 

very long, leading to fatigue and a lack of motivation. Nonetheless, despite these disadvantages the 

technique is widely used due to some significant advantages. First, of all due to its high temporal 

resolution (< 1 ms), EEG measures allow researchers to examine which stages of information 

processing are affected by different experimental manipulations. Also, given its ability to measure 

neural activity online, overt responses are not necessarily required. EEG is also not invasive and 

inexpensive compared to neuroimaging such as fMRI or PET. Consequently, and taking into account 

both its advantages and disadvantages, EEG techniques should be applied to experiments seeking to 

identify which neurocognitive processes are affected by a given experimental manipulation rather 

than those requiring neuroanatomical specificity [for a review see (120)]. 

1.2.2. Event-related potentials 

 

 On its own, EEG provides very little information so to study sensory and attentional 

processes, specific tasks are designed to elicit neural processes of interest. Consequently, evoked 

potentials (EPs), also sometimes termed evoked responses (ERs), and most frequently referred to as 

event-related potentials (ERPs) are obtained. Simply put, ERPs consist of a metric of neural 

response, quantified according to a deflection or [voltage] change in the neural electrical 

activity, to an event or stimulus.(121) They can be stimulus or response-related and provide an 

important tool, the event-related potential technique, to study the neural activity underlying a 

variety of sensory and attentional processes, among others.(120) In fact, specific ERPs have been 

related to different stimulus properties and/or neural functions. ERPs are normally studied over a 

series of trials during the realization of an experimental task and while the ongoing brain activity is 

recorded using an electroencephalogram (see Figure 8 A).(120,122) Importantly, to effectively study 

ERPs a series of steps must be carried out. First, anyone that has ever seen a real-time EEG (-100 

micro volts, or µV to +100 µV) knows that it is difficult to perceive ERPs within the recording (see 

Figure 8 B and 9, for an illustration of the raw signal post-amplification). This is in part due to the 

small nature of ERP deflections, which are in the -10 or µV to +10 µV range, thus requiring additional 

signal processing to extract the ERP, or ‘signal’, from the EEG activity, or ‘noise’. Therefore, post-

EEG recording segments, termed epochs, are extracted and the neural activity is lined up to a temporal 

moment of interest,  through a process referred to as time-locking.(120) For example, activity can be 

lined up to stimulus onset (stimulus-locked; for an example see Figure 9) or to the response 

(response-locked), which is considered the 0 ms point within the resulting time-locked waveform. 
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Time-locking is carried out for each segment, resulting in a number of single-trial, individual 

waveforms (see Figure 8 C, left).(120) Once these single-trial waveforms have been obtained, a 

signal-averaging procedure is carried out to obtain an averaged waveform for each electrode and 

participant (see Figure 8 C, right).(120) Finally, averaged waveforms from each participant tend to 

be averaged across subjects to obtain a grand average ERP waveform. This is done to minimize 

individual variability given the high between-subject variability that is common to ERP 

experiments.(120) The use of grand average waveforms also makes it easier to compare results 

between experiments while essentially canceling out the background EEG activity, leaving the ERP 

behind.(120)  

 

 

Figure 8. An example of an event-related potential (ERP) experiment. A. The experimental set-up is shown. The 

participant watches stimuli (frequent Xs and infrequent Os) appear on a computer screen, while their neural 

responses are recorded using an electroencephalogram. B. The raw signal is observed following filtering and 

amplification. C. The single-trial data is shown. As can be seen there is a large inter-trial variability, but a P3 (ERP 

component) can be observed after the presentation of an O stimulus. D. The averaged ERPs can be seen for both the 

X and O stimuli, separately. Reproduced from Luck.(120) 
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Figure 9. A schematic representation of stimuli (1 to N) being presented during an ongoing EEG recording. As can 

be seen the activity is too small to be noted and requires further processing. Reproduced from Luck et al.(123) 

 

 The averaged waveform is normally made up of a sequence of consecutive peaks and troughs 

indicating positive and negative voltage deflections. These deflections are commonly referred to as 

peaks, waves, or components (120) and are normally named according to their voltage (P for positive, 

N for negative) and ordinal position (1,2,3) although nomenclature can vary.(120) Components are 

most frequently described according to their amplitude and latency (see Figure 10).(120) In terms of 

amplitude, peak or mean measures can be used and consist of defining a time window for each 

component and then finding the maximum voltage in that time window (peak measure) or averaging 

the voltage over this same time window (mean measure). With regard to latency, or the time to peak 

appearance in the waveform, the researcher must locate the peak amplitude and associate it with its 

temporal occurrence. Components also tend to be associated to specific scalp distributions, which are 

thought to reflect where they were generated although the spatial resolution of the EEG technique is, 

as previously mentioned, poor.(120)  

 

 
Figure 10. A schematic representation of the characteristics of an ERP component. Figure reproduced from 

Rinker.(124) 

 

 ERP components may differ as a function of sensory modality. Early-latency components, 

likely generated by primary sensory cortices, are thought to be predominantly modality-specific.(125) 

In contrast, later-latency ERPs, whose origin is thought to be related to multiple cortical areas, may 

reflect an aggregate of unimodal and multimodal components.(126–128) Given the interest of this 

research thesis in vision and audition, the most typical sensory-attentional components associated 

with each modality will be discussed in Table 1 (visual) and Table 2 (auditory). 
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Table 1. Cascade of typical visual event-related potential (ERP) components related to sensory-attentional 

processing. 

Type of 

stimuli 
Component Polarity 

Peak 

(ms) 
Site Cognitive related processes 

Visual 

C1 or N1 -/+ 80-100 
Occipito- 

parietal 

Reflects V1 processing,(129) sensitive 

to stimulus characteristics including 

contrast, spatial frequency, and stimulus 

location(120,130) 

P1 + 100-130 
Lateral- 

occipital 

Sensitive to stimulus characteristics 

including contrast, luminance, and 

brightness (120,131,132) 

Also linked to the direction of spatial 

attention, arousal, and affective 

processing(133–136) 

N2 - 
100-150 

150-200 

Parietal 

Lateral- 

occipital 

Sensitive to stimulus characteristics 

such as contrast (132) as well as spatial 

attention (early N1) and discriminative 

processing/stimulus salience (late N1) 

(133,134,137–142) 

N170 - 150-200 

Lateral  

occipito- 

temporal 

Sensitive to faces (face specificity) 

(143,144) 

P2 + 150-275 
Anterior- 

central 

Sensitive to simple target features and 

infrequent targets,(145) early 

attentional allocation and conscious 

awareness (146) 

N2b - 200-350 Posterior 
Early sensory detection of unexpected 

change to task-relevant stimuli (147) 

N2pc - 200-350 
Posterior- 

contralateral 

Sensitive to classification tasks and 

focusing of spatial attention on target 

(147) 

CNV - 260-470 
Fronto- 

central 
Related to attention and arousal (148) 

In response to a visual stimulus, a cascade of event-related potentials (ERPs) occurs, which include, in order of 

appearance the C1, P1, N1, P2, N170 (stimulus-related components). Some of these ERPs only appear under 

certain circumstances (response-related) such as the N2b, N2pc, and the contingent negative variation (CNV). 

Based on: (147,146,145,144,143,142,141,140,139,129,120,130–138) 
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Table 2 Cascade of typical, auditory event-related potential (ERP) components related to sensory-attentional 

processing. 

Type of 

stimuli 
Component Polarity 

Peak 

(ms) 
Site Cognitive related processes 

Auditory 

Brainstem 

evoked responses 
-/+ 10 Frontal Used to assess auditory pathology (149) 

Mid-latency 

components 
-/+ 10-50 Central 

Used to assess auditory pathology  

Sensitive to stimulus characteristics of 

intensity, temporal frequency (150–152) 

P1 + 50-100 Fronto-central 

Sensitive to stimulus features and 

temporal frequency (153,154)  

Related to attention, inhibition of 

unattended information, arousal 

(155,156) 

N1 - 75-150 
Fronto-central 

and central 

Sensitive to stimulus features such as 

pitch and temporal frequency (157)  

Also reflects attention, change/stimulus 

detection, feature extraction, and early 

discrimination (158,159) 

P2 + 175-200 Central 

Sensitive to stimulus characteristics, 

specific sounds as well as stimulus 

classification and encoding  

May also serve for alerting (160) 

Mismatch 

negativity 

(MMN) or N2a 

- 175-225 Fronto-central 

Early sensory detection of unexpected 

change elicited by infrequent stimuli, 

sensitive to attention (161) and pitch (162) 

N2b - 200-350 Central 
Early sensory detection of unexpected 

change to task-relevant stimuli(163) 

Early P3a + 225-275 Central 
Post-sensory detection of unexpected 

(task-irrelevant) events (164,165) 

Late P3a + 275-325 
Frontal and 

parietal 

Involuntary attentional processing of 

unexpected (infrequent, task-irrelevant) 

events (161,164–167) 

P3b + 300-600 Centro-parietal 

Contextual memory comparisons, 

necessary to the behavioural response, 

index of voluntary attention 

(165,168,169) 

 
Re-orienting 

negativity (RON) 
- 350-600 Fronto-central 

Disengagement from stimuli and re-

orientation back to the main task (164) 

In response to an auditory stimulus, a cascade of event-related potentials (ERPs) occurs, which include, in order 

of appearance the brainstem evoked responses, middle latency components, P1, N1, and P2. Some of these 

ERPs only appear under certain circumstances such as the mismatch negativity (MMN), N2b, early P3a, late 

P3a, P3b, and re-orienting negativity (RON). Based on: (120,149–161,163–170,170)  
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1.2.3. Time-frequency analysis  

  

Traditional ERP analyses, also termed the ‘additive ERP model’, often assume that the 

underlying or ongoing background activity is ‘noise’, from which the ERP must be extracted, and 

whose oscillatory properties are not related to the neural processing reflected by the ERP. However, 

this belief has been challenged due to evidence indicating that event-related changes occur in the 

oscillatory metrics of the underlying EEG activity at specific frequencies, which shape event 

processing.(171,172) Therefore, the EEG recording also contains rhythmic information, reflecting 

neuronal oscillatory activity, which is thought to determine baseline neural excitability.(173–175) 

This rhythmic activity is comprised of multiple frequencies [measured in Hertz (Hz)] and a number 

of typical frequency bands have been found to occur in the adult brain, including delta, theta, alpha, 

beta, and gamma, linked to different cognitive processes (see Table 3 and Figure 11).  

 
Table 3. Typical frequency bands in the adult brain along with the cognitive processes, which they reflect. 

Frequency Band 
Spectral 

Boundary (Hz) 
Cognitive related processes 

Delta 1-4 
Reflects motivational processes and emotional processing, role in deep 

sleep, behavioral inhibition, and memory formation (176–179) 

Theta 4-7 
Related to memory and emotional processing, role in information 

encoding, spatial navigation, salience detection (176,180–182) 

Alpha 7-14 
Linked to idling, role in inhibition of irrelevant task information,(183) 

perceptual awareness,(184–189) and attentional control (190) 

Beta 14-30 
Associated with voluntary and mental movements, emotional 

processing,(191) language processing,(192) perception (187,193,194) 

Gamma 30-100 
Reflects object representation and feature binding as well as integration 

of information and cognitive processes (195) 

Based on: (176–187,187,187,189–194,196)  

 

  

Figure 11. The typical frequency bands in human cortex from delta, theta, alpha, beta, gamma (in order from bottom 

to top). Reproduced from Kent.(197) 
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Importantly, oscillatory activity can be defined according to three properties: frequency, 

power, and phase (see Figure 12). Frequency (Hz) refers to the number of cycles or oscillations per 

second (cycles/s). Power (μV2) can be defined as the amount of energy in the oscillatory activity at a 

given frequency or frequency range.(172) It is also thought to reflect changes in neuronal 

synchrony.(198,199) Finally, phase can be considered as the point on the sine wave with respect to 

time and can range from −180° to 180° (degrees) or −π to π (radians).(172) EEG activity or ERPs are 

typically decomposed into time-resolved spectral power and phase-consistency, or inter-trial 

phase coherence (ITC). The ITC is obtained by normalizing the amplitude and averaging these 

numbers across trials and frequencies and is considered to be a measure of neural synchronization, 

ranging between 0 (zero phase alignment) and 1 (perfect phase alignment).(189)  

 

 

Figure 12. A visual representation of the three typical properties of oscillatory activity. Adapted from Cohen.(200) 

 

The EEG signal can also be observed in a variety of ways. When looking at data in the 

frequency domain (see Figure 13 A), the resulting plot will indicate the power or phase at each 

frequency.(120) In contrast, the time domain (see Figure 13 B), permits the observation of the power 

or phase at each point in time.(120) The ability to move between one form of visualizing the data and 

the other is achieved using the Fourier analysis. Furthermore, time-frequency analyses, combining 

information from both the time and frequency domain (see Figure 13 D) allow us to visualize the 

power or phase at each frequency and time point, permitting the study of what has frequently been 

referred to as ‘event-related brain dynamics’.(171) Finally, when analyzing single-trial EEG data, the 

EEG activity is multiplied by a transformation function, such as a Morlet wavelet, centered on a 

segment of the EEG data, an operation referred to as convolution.(172) When this transformation 

function is moved over the EEG activity over time, a complex number can be obtained for each time 

point, trial, and also over trials allowing the extraction of both power and phase information. 

Subsequent operations can be carried out on both metrics, such as obtaining the mean power for a 

frequency at any point in time by squaring and averaging the magnitude [for more details see (172)]. 

Different approaches to time-frequency decomposition through the application of transformation 
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functions with different properties exist since there is a balance between temporal and frequency 

resolution (larger time windows result in greater frequency resolution but poorer temporal resolution).  

 

 

Figure 13. A schematic representation of the different ways to visualize EEG data in the 3-D conceptualization of 

time, space, and frequency. A. In the frequency domain. B. In the time domain. C. In the space domain. D. In the 

time-frequency domain. Reproduced from Cohen.(200) 

 

Importantly, the use of time-frequency analyses provides an important complement to EEG 

research. First of all, results can be interpreted taking into account oscillatory properties, which offer 

important insights into the functional significance of neural oscillations.(201) Additionally, time-

frequency analyses provide more information, if we consider the 3D time-frequency-space 

conceptualization (Figure 13) than ERPs, and therefore may reflect a more accurate measure of 

cognitive processes.(200) Finally, in many clinical disciplines, including migraine, the use of time-

frequency measures is still rather minor despite the potential of these analyses to identify 

pathophysiological differences.(172)  

1.2.4. Exogenous and endogenous components and oscillations 

 

 ERPs and oscillatory activity can also be categorized based on a spectrum of exogenous, 

mesogeneous, and endogenous components/activity.(202,203) In terms of ERPs, components that 

occur earlier in the waveform (≤100 ms), tend to be more exogenous, meaning that their properties 

(amplitude, latency, and distribution) appear to be modulated by physical characteristics of sensory 

stimuli, such as luminance (131) and contrast.(132) These components are frequently referred to as 

‘sensory components’. Early components also tend to occur at specific cortical sites, with visual 

potentials occurring at occipital areas and auditory ones at either central or frontal areas. Exogenous 

components are also largely involuntary, should be present in all individuals, and are often considered 

to be a sign of healthy brain function.(149,151) Endogenous components, on the other hand, also 
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sometimes called ‘cognitive components’ usually occur later in the waveform (>100 ms) and their 

properties tend to be modulated by attention, task or goal-oriented factors, or relevance thus 

depending on the subject’s interaction with the event or stimulus.(202,204,205) Given that these 

components are frequently task-dependent, they may be absent from the waveform. Endogenous 

components tend to be present more diffusely, across many cortical sites. Nonetheless, it is often 

difficult to classify components as belonging to one category, largely due to the continuous nature of 

the waveform which results in many components overlapping with each other or resulting from the 

sum of underlying components.(120,206) Components that do not fit neatly into either category, are 

frequently termed mesogenous, and are sensitive to both stimulus characteristics and the interaction 

with the stimulus/event.(203)  

 In terms of neural oscillations, a similar classification system can be established. Exogenous 

oscillations occur in response to [are driven by] rhythmic external stimulation and are usually related 

to sensory systems. Two examples include steady-state visual evoked potentials (SSVEPs) and 

auditory steady state responses.(207,208) Endogenous oscillations, on the other hand, result due to 

internal processes and once again depend on the task, goal, and interaction between the subject and 

the event.(209) Normally, we think of the typical frequency bands of the adult brain (see Figure 11) 

as being endogenous.(209) Endogenous oscillations can also be present in the absence of stimulus 

input.(210) Nonetheless, one would expect a combination of exogenous and endogenous oscillations 

in response to repetitive stimuli.(210) 

 

 

1.2. KEY MESSAGES 

 

1. EEG measures are good at identifying which neurocognitive processes may be affected by specific 

experimental manipulations. 

2. ERPs provide insight into the temporal course of neural information processing. 

3. Time-frequency measures allow us to consider the underlying neural oscillatory activity. They also 

appear to provide a more accurate measure of cognitive processes and in migraine, their use is still 

very minor, despite their potential in identifying pathological differences. 

4. ERPs can be defined according to the exogenous-endogenous spectrum. Exogenous components tend 

to be sensitive to physical properties of the stimulus or event, whereas endogenous components tend 

to reflect the interaction between the subject and stimulus/event.  

5. Oscillatory activity can be categorized in the same way with exogenous oscillatory activity occurring 

in response to rhythmic stimulation (SSVEPs for example) and endogenous activity resulting due to 

internal processes (related to the typical frequency bands like alpha and beta). 
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1.3. Sensation and perception 

 

“We must remember that we do not observe nature as it actually exists, but nature exposed to our 

methods of perception. [...] Reality is an illusion, albeit a persistent one.” – Albert Einstein 

 
1.3.1. Definition 

 

 As Albert Einstein once said, reality is an illusion. Despite our senses being exposed to the 

outside world, we build our worldview based on what our neural systems choose to perceive. Simply 

put, our “perceptions are built from sensations, [but] not all sensations result in perception”.(211) To 

effectively interact with the world, the human body is equipped with specialized sensory receptors 

including those related to the typical senses, such as vision, hearing, smell, taste, and touch but also 

balance, movement, pain, and temperature. Importantly, sensation occurs when sensory receptors 

detect a stimulus and the process of transforming energy related to the stimulus into neural signals 

is called transduction.(212) Sensation can be considered an automatic, stimulus-driven process, by 

which our senses receive information from external stimuli.(212) Sensation normally travels from 

specialized receptors, through the peripheral nervous system (PNS) to the CNS. Perception, on the 

other hand, relates to how our brains organize, interpret, and put into context sensory 

information and relies on a series of internal processes.(213) 

 The study of sensation and perception most likely dates all the way back to 600 B.C. and the 

musings of Greek philosophers such as Heraclitos and Protagros. Nonetheless, Fechner, the father of 

psychophysics was one of the first to attempt to quantify these concepts. The branch of science known 

as psychophysics is frequently used in research on sensation and perception due to its interest in 

understanding the relationship between stimulus and percept/behaviour.(214) Some of the most well-

known measures include the absolute or detection threshold, or the minimum stimulation that is 

required to be detected 50% of the time, as well as the difference or discrimination threshold, 

related to the just noticeable difference (JND), indicating the minimum amount of change necessary 

to detect that two stimuli are not identical.(212) Discomfort levels, such as the loudness discomfort 

level (LDL), also frequently referred to as sensory aversion thresholds (SATs), provide a third 

metric to measure sensory processing, particularly in clinical populations that are thought to exhibit 

an exaggerated response to sensory stimuli.(56,215,216) Other commonly used tools in the study of 

sensation and perception, and particularly in clinical research due to their accessibility, ease of 

application, and short administration time, are self-report questionnaires and validated 

neuropsychological tests. Unlike psychophysical thresholds, which usually assess a single 
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characteristic of a specific sensory modality, self-report questionnaires and neuropsychological tests 

can allow the researchers to capture information related to many stimuli and their relative properties.  

 When studying these concepts, it is important to be aware of a couple important points. First, 

individual differences can occur at a mechanistic level (e.g., damage to receptors or pathways) or at 

a neurocognitive level (e.g., due to impaired perceptual or attentional mechanisms). Second, aside 

from the potential for individual differences at the receptors, pathways or neural levels, a variety of 

factors besides stimulus characteristics, such as internal states, expectations, and motivation, can also 

influence perception.(217–219) Therefore, when studying sensation and perception it is of interest to 

determine whether differences stem from alterations at the level of processes/mechanisms or as a 

result of the factors that modulate them.  

 

1.3.2. Pathways, models, and neurophysiological correlates 

 

 This PhD thesis chose to focus on vision and audition, given that these are the sensory 

modalities that are primarily affected in patients with migraine (see 1.5. for more information). 

 

1.3.2.1. Vision 

 

The visual sensory experience begins at the level of the eye. Light enters the eye through the 

pupil with the cornea and lens focusing and projecting it onto the retina where transduction takes 

place.(220) The retina is comprised of sensitive photoreceptors, called rods and cones.(221) Cones 

are located in the center of the retina (fovea) and help us to see colour and fine detail whereas rods 

detect grey scale and are primarily used in peripheral vision.(222,223)  The retina also contains three 

layers of cell bodies and two layers of synapses.(223) The top layer is made up of rods and cones 

whereas the medial retinal layer consists of bipolar, horizontal, and amacrine cells. The bipolar cells 

activate retinal ganglion cells (RGCs), whose axons form the optic nerve. The optic nerve axons 

from each eye meet at the optic chiasm below the hypothalamus, at which point some of the axons 

cross over to the other side of the brain (contralateral) while others continue on the same side 

(ipsilateral). These axons now make up the optic tracts, of which many project on to the lateral 

geniculate nucleus (LGN). As a side note, it is important to mention that there are different types of 

RGCs, which are engaged in different retinal circuits specific to a variety of tasks.(224–226) Some 

of these RGCs project to the lateral geniculate nucleus (LGN) and the thalamus, whereas others 

project to the superior colliculus (SC), involved in rapid eye movements, and other areas such as the 

olivary pretectal nucleus (OPN), the supraoptic nucleus (SN), the suprachiasmatic nucleus (SCN), the 

pulvinar complex (PC), the dorsal raphe nucleus (DRN), and the paraventricular nucleus (PN) [for a 

review see (226)]. In terms of those that reach the LGN, inputs from the left visual field arrive at the 
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right LGN, whereas right visual field inputs arrive at the left LGN [for a review see (227)]. 

Additionally, visual topography is maintained given that neighboring RGCs send inputs to 

neighboring LGN cells.(228–230) Next, second-order relay neurons also referred to as 

thalamocortical neurons, project the information on to the primary visual cortex, which is divided 

into five areas (V1 to V5), with each one playing a specific role in visual processing. The cells within 

these areas are feature-specific and project to associative cortical regions and frontal cortex (for a 

schematic representation of the visual pathway from the eye to the brain, see Figure 14). Importantly, 

deficits in any of the components of the visual pathway can result in severe visual impairment [for a 

review see (227)]. Abnormalities along the visual pathways are frequently detected using visual 

evoked potentials (VEPs), which have been shown to have better functional integrity than 

neuroimaging techniques.(231)  

 

 

Figure 14. A representation of the visual pathway from the eye to the visual cortex. Light enters the eye and goes 

through transduction at the retina. This signal then travels through the retinal ganglion cells (RGCs) of the optic 

nerve, through the optic tract, and to the thalamus where it is sent to the visual cortex and other primary and 

association areas for further processing. Figure reproduced from Ahirwal.(232) 

 

Aside from detecting impairments in visual pathways, EEG measures also provide insight 

into the stages of sensory-perceptual processing. Initial activity can be detected in early-latency ERP 

components that tend to be exogenous in nature. In the visual modality, in order of appearance, N1 

has been found to reflect changes in contrast and spatial frequency (120,130) and is suggested to be 
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the first stimulus-related response in both striate and extrastriate areas.(233–235) Next, P1 has been 

shown to be modulated by stimulus properties including contrast, luminance, and brightness 

(120,131,132) whereas visual N2, has been found to be sensitive to contrast, among other 

properties.(132) 

In terms of underlying, neural oscillatory activity, alpha activity has been shown to play a 

central role in sensation and perception. In fact, out of all the frequency bands, the strongest response 

to periodic visual stimulation has been found to occur in the alpha band.(236,237) Furthermore, the 

ability to detect a target is modulated by alpha power, with stronger pre-stimulus alpha power 

reflecting a lower likelihood of stimulus detection.(184–189) This pattern of activity would indicate 

that when alpha power is high, the brain’s capacity to detect low-intensity stimuli is low, meaning 

that stimuli near the detection threshold may be missed, with low alpha power yielding opposite 

results.(189,238) Furthermore, alpha phase immediately prior to stimulus onset has been found to 

exert an even stronger influence on performance.(189) This may be related to the fact that neural 

oscillatory activity fluctuates between states of high and low excitability (173–175), which depending 

on the phase of the oscillation at the time of stimulus onset, may benefit performance (see Figure 15 

for a visual representation).(189) For example, in one study by Busch and colleagues, visual stimuli 

that were presented at near threshold were more likely to be detected if the stimulus aligned with the 

phasic peak in excitability, highlighting the role of alpha oscillatory activity in sensory-perceptual 

processes.(189) 

 

 

Figure 15. An example of the effect of alpha phase on stimulus detection. In this case, two flashes presented 

temporally close together can be perceived as occurring simultaneously if they align with the phase trough (low 

excitability) or as sequential flashes if they occur in line with the phase peak (high excitability). Reproduced from 

Sanchez.(239) 
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1.3.2.2. Audition 

 

Audition, on the other hand, occurs because of sound waves, which travel through the air 

due to a series of vibrations.(212) These sound waves arrive at the outer ear and are channelled inside 

along the auditory canal until they make contact with the tympanic membrane. The vibrations of 

the tympanic migraine set three small bones called the ossicles in motion, which channel the 

vibrations into the inner ear or cochlea. This part of the ear is filled with fluid and contains sensitive 

hair cells, called stereocilia, which pick up on the sound vibrations and perform 

transduction.(212,240) Different stereocilia are sensitive to different ranges of sound and encode 

information related to intensity, frequency, and timing [for a review see (241)]. Stereocilia project the 

auditory information to spiral ganglion neurons (SGN), which relay the information to the cochlear 

nuclei (CN) along the vestibucochlear nerve.(212) It is important to note, that the auditory ascending 

pathways are more complex than those of other sensory systems and more in-depth description is 

outside the scope of this research thesis [for a review see (242)]. In short, the primary auditory 

pathways, use second-order relay neurons to pass the signal to the superior olivary complex 

(SOC) after which processing continues to the inferior colliculus (IC), which projects information 

to the medial geniculate nucleus (MGN) of the thalamus and finally to the auditory cortex (for a 

visual representation of the pathway from the ear to the brain, see Figure 16).(212,240) Similarly, to 

vision, impairments along this pathway can result in severe auditory impairments,(243) which can be 

identified using auditory evoked potentials (AEPs).(244) 

In the auditory domain, brainstem evoked responses have been used to evaluate hearing loss 

in infants (149,245), whereas mid-latency components are modulated by stimulus intensity and 

temporal frequency.(246) The following components of P1, N1, and P2 have also been found to be 

sensitive to a variety of stimulus characteristics including temporal frequency (153,154,158,159) and 

pitch, among others.(157) Furthermore, similarly to vision, the power and phase of ongoing 

oscillatory activity can also have an impact on auditory sensation and perception. For example, theta 

phase has been related to auditory detection (247,248) in a similar manner as alpha in the visual 

modality. 
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Figure 16. Schematic representation of the auditory pathway from the ear to the auditory cortex. Sound enters the 

ear and reaches the cochlea, where it is transduced and transmitted to the cochlear nerve, superior olivary complex 

(SOC), inferior colliculus (IC), medial geniculate nucleus (MGN), and finally the auditory cortex and other primary 

and association areas for further processing. Reproduced from Butler and Lomber.(249) 

1.3.3. Sensory sensitivity 

 

 One of the concepts that will be studied in this research thesis is that of sensory sensitivity, 

which can be operationally defined as an abnormal response to sensory stimuli, potentially leading to 

changes in behavior.(250) Importantly, in light of this definition, Schultz and Stevenson (251) 

recently discussed the importance of clearly distinguishing between two different constructs that are 

often confounded: sensory sensitivity and sensory reactivity or responsivity. Sensory sensitivity is 

defined as the capacity to detect and perceive a sensory stimulus.(251) In other words, individuals 

that are high in sensory sensitivity may find it easier to detect weaker stimuli and may perceive 

sensory inputs as stronger (e.g., louder) than those that report lower sensory sensitivity. This construct 

can be measured using psychophysical thresholds as well as self-report questionnaires and 

neuropsychological tests, such as the Sensory Perception Quotient (SPQ),(252) which separates 

between sensory sensitivity and reactivity. Sensory reactivity, on the other hand, refers to the visible, 

behavioral responses to sensory inputs, and is frequently measured using self-report and third party 

questionnaires.(251) Nonetheless, despite their apparent connection, it is important to emphasize that 

while altered sensory sensitivity may lead to changes in reactivity, heightened sensory reactivity may 

also occur in the absence of sensory sensitivity, meaning that the perception of the stimulus may be 
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unchanged but the behavioral response is abnormal.(251) Importantly, in this research thesis, the 

focus will be placed on assessing sensory sensitivity. 

 One way to conceptualize sensory sensitivity is according to a spectrum. For example, 

individuals that are on the extreme ends may exhibit hyposensitivity (lower than normal sensory 

sensitivity) or hypersensitivity (higher than normal sensory sensitivity). In fact, individuals that score 

very high or very low on this spectrum, may exhibit sensory processing difficulties, with an impact 

on QoL (253). Hypo- and/or hypersensitivity are commonly reported in neurological and psychiatric 

conditions, including but not limited to anxiety,(254,255) attention-deficit/hyperactivity 

disorder,(256) depression,(255,257) autism,(258–262) and migraine.(55,263) Importantly, extreme 

hypersensitivity can lead to a subjective experience of aversion and even pain [i.e., photophobia, 

phonophobia, osmophobia (aversion to smell), and allodynia (aversion to light touch)].(25) Some 

researchers have conceptualized heightened sensory processing (or hypersensitivity) as a genetic trait, 

according to the sensory processing sensitivity (SPS) theory.(255) In fact, this trait has been proposed 

to serve an evolutionary function, allowing the organism to detect and respond to more subtle 

changes, although at a cost of time and energy.(253,264–266) Aron et al., proposed that SPS may 

arise from a sensitive CNS, and is comprised of: [i] behavioral inhibition in order to attend to novel 

or conflicting stimuli, [ii] increased awareness of stimulus characteristics and subtleties, [iii] deeper 

information processing, using past experience and memory traces, and [iv] heightened emotional 

response.(253) Importantly, the presence of one of these points without the rest could be indicative 

of altered information processing with no evolutionary advantage, or pathology.(253)  

Nonetheless, the neural mechanisms and pathways underlying sensory sensitivity are 

complex and it remains unclear how these are shared among different conditions. Currently, several 

candidate pathways have been identified to explain visual hypersensitivity or photophobia. 

Importantly, a specific subgroup of RGCs with a specialized photoreceptive capacity have been found 

to play an important role in all three potential pathways.(267,268) These RGCs contain melanopsin, 

a protein responsible for photoreception,(269) and are referred to as melanopsin-containing 

intrinsically photosensitive retinal ganglion cells (ipRGCs).(268) ipRGCs have been found to mediate 

the pupillary light reflex (constriction to light),(270–272) as well as align with the circadian changes 

of light, termed circadian photo-entrainment, among other things.(267)  

The first candidate pathway relies on the activation of these ipRGCs by light, which pass the 

transduced signal along to the OPN and the superior salivatory nucleus (SSN). The SSN then acts on 

ocular blood vessels resulting in vasodilation,(273) which triggers the trigeminothalamic pathway 

related to pain processing. The ensuing nociceptive signal is then sent to the trigeminal nucleus 

caudalis (TNC), posterior thalamus, and higher cortical areas. In the second candidate pathway, photic 
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stimulation modulates the activity of trigeminovascular thalamic neurons, which relay information 

between the retina and distinct cortical areas.(274) Specifically, [i] light undergoes transduction at 

the retina through ipRGCs, which send the resulting signal, via the optic nerve, to posterior thalamic 

neurons. [ii] Some of these thalamic neurons also receive nociceptive (pain) inputs, which arrive from 

the dura mater via the trigeminothalamic tract. [iii] Convergence of both signals occurs here, and the 

axons of these light- and dura-sensitive neurons then project to various other cortical areas, in 

particular S1 and S2, related to nociception and the visual cortex, associated with visual processing. 

Finally, the third pathway relies on the fact that ipRGCs, although predominantly located in the 

retina,(275) have also been found in the iris.(276) In this circuit, light is transduced at the level of the 

iris and the signal is directly projected to trigeminal nerve afferents.(276–278), related to nociceptive 

processing. For a schematic representation of all three pathways, see Figure 17. 

In terms of auditory hypersensitivity or phonophobia, a similar neuroanatomical substrate, to 

the second candidate pathway of photophobia, has been proposed. Specifically, at the level of the 

thalamus, convergence of both auditory inputs from sound receptors (sound-sensitive) and 

nociceptive inputs from the dura mater (dura-sensitive) occurs in thalamic neurons, located in the 

posterior and lateral nuclei. The axons of these neurons then project to distinct cortical areas including 

the primary auditory and association cortices as well as S1 and S2.(25,279) 

 

 
Figure 17. Candidate pathways related to visual hypersensitivity/photophobia. Pathway [i] connects the intrinsically 

sensitive retinal ganglion cells (ipRGCs) to the olivary pretectal nucleus (OPN), and then to the superior salivatory 

nucleus (SSN). The SSN alongside the pterygopalatine ganglion induces ocular vasodilation, which leads to the 

activation of pain-related ocular trigeminal afferents. These afferents project to the trigeminal nucleus caudalis 

(TNC), thalamus, and cortex. Pathway [ii] links ipRGCs directly to the thalamic neurons, which also receive 

nociceptive inputs from the trigeminal ganglion (TG) and the TNC. Neurons in the thalamus are therefore sensitive 

to both pain and light, and this information is then projected to the sensory and association cortices. Finally, pathway 

[iii] relies on ipRGCs in the iris, which activate the TG and TNC directly, without passing through the optic nerve. 

Figure reproduced from Digre and Brennan (275) and based on the results of a number of studies.(273,276,280,281) 
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1.3.4. Cortical excitability 

 

Although the mechanisms leading to visual and auditory hypersensitivities and altered 

sensory perceptions remain elusive, there is some evidence to indicate that altered cortical excitability 

may play a role. Cortical excitability can be operationally defined as the strength and/or likelihood 

of a neural response to external stimulation and is a reflection of neuronal reactivity, or the 

probability of an action potential being elicited in response to a stimulus, and specificity, or the 

specialized response properties of different neurons to specific stimulus properties.(282,283) The link 

between hypersensitivity and cortical excitability requires further research, however some evidence 

suggesting a mechanistic relationship has been proposed. For example, at a purely theoretical level, 

SPS theory claims that those with this genetic trait display a ‘hypersensitive brain’, related to 

increased responses in the default mode and salience networks linked to the processing of sensory 

stimuli.(284) In line with this theory, animal studies using 5-HTT knockout, showed that faster 

sensory processing was related to a decreased inhibition of excitatory principal neurons, which have 

been found to modulate both cortical excitability and sensory gating, or a reduced response to 

irrelevant or repetitive stimuli.(285,286) Furthermore, transcranial magnetic stimulation, applied to 

the occipital cortex to reduce cortical excitability, was also found to decrease photophobia.(287) One 

of the ways to study cortical excitability is through the use of EEG. In particular, the amplitude of 

early-latency ERP components and their peak-to-peak amplitude differences, especially prior to or 

during the initial presentation of sensory stimuli have been found to be good neurophysiological 

correlates of cortical excitability.(288) Importantly, if an alteration in cortical excitability underlies 

impaired sensory sensitivity, then treatments can be devised to normalize this activity and improve 

the QoL of those affected by it. 

 To better understand cortical excitability, it is important to comment on the two underlying 

systems, which modulate it; the excitatory and inhibitory systems function in unison and are 

fundamentally inseparable.(289) Through their combined effects on neurotransmitter regulation and 

receptor action, these systems determine the neural state of cortical excitability, and by extension 

impact cortical function and processing.(289) In fact, cortical excitability can be enhanced either 

through increased excitatory mechanisms or decreased inhibitory ones. The excitatory system is 

primarily related to glutamatergic principal cells, which largely release glutamate, an excitatory 

neurotransmitter, and act upon N-methyl-D-aspartate (NMDA) and non-NMDA receptors.(290) In 

contrast, the inhibitory system is highly associated with interneurons, related to gamma-aminobutyric 

acid (GABA), an inhibitory neurotransmitter, and GABAa and GABAb receptors.(291–293)  

Excitatory and inhibitory systems exert a reciprocal influence on each other in several ways 

(for a schematic representation of different neural network configurations, see Figure 18). First, 
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although interneurons act on principal cells by inhibiting them, principal cells also have an opposite, 

excitatory effect on interneurons. This simultaneous inhibitory action exerted by interneurons and 

excitatory effect from local principal cells is often termed feedback or recurrent inhibition. 

Furthermore, excitatory inputs arrive as a result of both local and long-range connections, with the 

latter being referred to as feedforward inhibition. These feedforward inhibitory circuits, act on both 

principal excitatory cells and inhibitory interneurons.(294) Furthermore, interneurons also exert an 

inhibitory influence on each other. Ultimately, these different local and long-range circuits, work 

together and according to the classical theory of balanced networks the ratio between excitation 

and inhibition (E/I ratio) at both the individual neuron and network level, should remain relatively 

balanced to ensure stable brain function.(289) In particular, at the neuronal level this ratio should be 

maintained between excitatory and inhibitory synaptic inputs, whereas at the network level the 

balance should be maintained among the different excitatory and inhibitory circuits.(295,296) 

Nonetheless, this ratio is dynamic and depending on its current status can impact neural response 

specificity and/or reactivity. For example, a disbalance in favor of excitation can be beneficial at 

times, such as when processing sensory stimuli,(297,298) however prolonged disbalance, towards 

either excitation or inhibition, activates homeostatic, compensatory mechanisms to return the system 

to a balanced state.(299–302) Importantly, prolonged disbalance of the E/I ratio has been linked 

to altered sensory perception (303–305) as well as, in chronic cases, the generation of neurological 

and psychiatric conditions, such as autism, schizophrenia, and migraine.(306–309) 

 

 

Figure 18. A schematic representation of different types of neural circuits. A. Feedforward excitation where one 

neuron excites the next. B. A presynaptic neuron excites an inhibitory interneuron, which then inhibits the following 

neuron. This impedes further excitation. C. A single neuron receives inputs from many neurons (convergence) and 

is also connected to several other neurons (divergence). D. A pre-synaptic excitatory neuron excites inhibitory 

interneurons, which then inhibit neighboring excitatory cells. E1. A pre-synaptic excitatory neuron excites another 

excitatory neuron, which then excites an inhibitory interneuron. This inhibitory interneuron, in turn inhibits the 

pre-synaptic cell. E2. Each neuron in this closed circuit inhibits the next. F1. A pre-synaptic neuron excites a post-

synaptic neuron, which then excites the pre-synaptic neuron. F2. A pre-synaptic neuron excites a post-synaptic 

neuron, which then can excite itself or other excitatory neurons, which ultimately come back to it too. Figure 

reproduced from Byrne.(310) 
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 When a prolonged disbalance between excitatory and inhibitory inputs is detected, 

compensatory mechanisms are activated to return the brain to a stable state. Within the brain, there 

are two types of mechanisms leading to plastic change, Hebbian or positive feedback processes and 

anti-Hebbian or negative feedback mechanisms. Although, Hebbian mechanisms, which strength 

the connection between neurons that fire together (311), are crucial to learning, memory, and normal 

development (312) they always move toward a maximum or minimum and if left uncontrolled can 

result in serious neural consequences. Anti-Hebbian mechanisms, on the other hand use negative 

feedback mechanisms to keep neural excitability within a certain range, by acting upon neuronal 

reactivity,(313,314) synaptic strength or efficacy,(314) synaptic number, feedback and forward-

feedback mechanisms, and/or meta plasticity.(302,314) In terms of neuronal reactivity, anti-Hebbian 

homeostatic mechanisms can decrease or increase the threshold necessary for an action potential to 

occur, through changes to voltage-gated sodium or potassium channels.(315,316) At the synaptic 

level a variety of homeostatic changes can occur at both excitatory and inhibitory synapses [for a 

review see (302)]. One of the most well-known mechanisms of synaptic homeostasis, termed 

synaptic scaling, functions at the network level on principal neurons, by adjusting the strength of 

excitatory synapses up or down in an effort to regulate firing.(314) All in all, an interplay between 

Hebbian and anti-Hebbian mechanisms maintains the E/I balance and by extension normal cortical 

function. 

1.3.5. Habituation and sensitization 

 

 Sensory sensitivities and abnormal perception may also be exacerbated by impaired 

adaptive mechanisms. The environments through which living organisms navigate daily are filled 

with innumerable sensory stimuli, which if handled improperly, can rapidly lead to an overwhelming, 

chaotic lived experience, and, in worst cases scenarios, to pathology. Basic research has found that 

even in the simplest of organisms ranging from single-celled amoeba and sea cucumbers to rats and 

humans (317–322) [for a review see (323)] there exists a response decrement to repetitive or 

constantly applied sensory stimuli, termed habituation, which is different from sensory adaptation 

or fatigue. The opposite process, or a response increment, called sensitization, to repetitive or 

constant, high intensity or painful stimuli has also been found to occur.(323) The work of Kandel 

(322) was particularly influential in showing that these innate abilities are the most basic forms of 

learning (324) or behavioral plasticity (323) and are fundamental to environmental adaptation (325) 

and evolutionary survival.(326) Importantly, both habituation and sensitization are non-associative 

learning mechanisms, occurring without the necessity of stimulus pairing or feedback and are 

relatively stimulus-specific.(327) Habituation in particular, has been suggested to act as a protective 
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mechanism against overstimulation, while also providing an additional measure of cortical 

excitability.(328) To better operationally define habituation, Thompson and Spencer (329) elaborated 

a list of nine properties that has since been expanded upon by Groves and Thompson (330) and 

recently revisited by Rankin et al. (327). These include: 

 

(i) If the presentation of a repetitive or constant stimulus leads to a response 

decrement, this should manifest as a reduced magnitude, duration, or frequency. 

This reduction can take the form of a negative linear or exponential function and 

in some cases even an initial increment.(330) 

 

(ii) If the stimulus is withheld once habituation has occurred, then a spontaneous 

full or partial recovery of the response should occur. 

 

(iii) If habituation and spontaneous recovery are cyclically repeated, habituation will 

occur more rapidly each time, a process termed potentiation of habituation. 

 

(iv) At higher stimulation frequencies, both habituation and subsequent spontaneous 

recovery are quicker and/or more apparent. 

 

(v) At weaker stimulus intensities, habituation occurs quicker and/or is more 

pronounced. Habituation may not occur at all at stronger stimulus intensities. 

 

(vi) Habituation does not necessarily stop once no response is achieved. Its effects 

may continue to accumulate leading to slower spontaneous recovery. 

 

(vii) Habituation appears to show some stimulus specificity within the same modality; 

and generalization to other stimuli can be tested by examining changes between 

the response to the novel and habituated stimuli. 

 

(viii) If another stimulus, or dishabituating stimulus, is presented after a response 

decrement has occurred than usually the subsequent response will be 

incremented. Dishabituation should be assessed with reference to the original 

stimulus not to the novel one. 

 

(ix) If this dishabituating stimulus is repeated, then the effects on the original 

response will habituate too (habituation of dishabituation). 
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(x) In some cases, habituation can last for longer periods of time (hours, days, or 

even weeks), in which case it should be termed long-term habituation. 

 

 Over the years, several theories of habituation have been proposed [for a review see (329–

331)]. In a recent review by Thompson,(331) three theories, were highlighted as being especially 

relevant and will be discussed briefly here. The first theory, is the dual-process theory of 

habituation (330) by Groves and Thompson. In this theory, two separate forms of non-associative 

learning, specifically habituation and sensitization, interact to determine the final behavioural 

outcome. Habituation typically results in a response decrement whereas sensitization evokes the 

opposite. This theory might explain why, in experimental research, an initial response increment is 

frequently observed followed by the anticipated decrement. Furthermore, stimulus characteristics 

such as frequency and intensity have an important modulatory effect on the net outcome in this 

theory.(330,332) In particular, stimulus intensity has been inversely correlated to habituation, 

whereas stimulus frequency reflects an inverse-U shaped function relationship to habituation.(332)  

 The second theory, or opponent-process theory was based on the work of Solomon and 

Corbit, and established that there are two sets of processes, which occur in response to an event.(333) 

First, there is a primary process A or the initial, observable response to the stimulus, which is followed 

by an opponent process B, which attempts to re-establish equilibrium by suppressing or counteracting 

process A.(333) Importantly, for habituation to take place, primary process A must gradually weaken 

whereas primary process B should strengthen, occur earlier, and decay slower. Process B, in particular 

can be modulated by stimulus intensity, duration, and frequency of exposure.(334,335) Finally, 

opponent processes tend to occur more quickly in response to future exposures of the initial stimulus, 

a phenomenon termed the savings principle.(334,335) 

 Last, is a set of cognitive theories of habituation commonly explained together, which began 

with the work of Sokolov (336) who proposed the stimulus-model comparator theory (see Figure 

19), based on the results of one of the earliest studies on habituation using EEG. According to this 

theory, exposure to a stimulus leads to the formation of a neuronal model [of the stimulus] within the 

cerebral cortex. Repeated exposure to the same stimulus activates the matching neural model, and 

consequently results in a decrement and eventual response extinction. A new stimulus, however, leads 

to a response increment given that the system detects a mismatch requiring the creation of a new 

neuronal model. Ultimately, Sokolov’s stimulus model comparator theory (336) proposed the 

presence of two parallel systems; one amplifying the response and the other inhibiting it, based on 

the presence or absence of a matching pre-existent model. Following the revolutionary work of 

Sokolov, Konorski (337) proposed a theory, which was later expanded upon by Wagner (338), to 
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form the Konorski-Wagner theory. In this theory, habituation is the result of so-called gnostic units 

or memory traces that are created upon contact with a stimulus. Repetitive experience with the same 

stimulus may lead to response suppression and similar stimuli can activate the same gnostic unit, a 

phenomenon termed associative influence. The Konorski-Wagner theory also accounted for 

environmental noise, a criticism of the stimulus-comparator model, by accounting for failures in 

stimulus recognition despite previous experience and the presence of a matching gnostic unit. 

Additionally, this theory proposed that habituation can provoke long-lasting, not immediately 

reversible changes, which may distinguish between short-term and long-term habituation.(326,338)  

 

 

Figure 19. A schematic representation of Sokolov's stimulus-model comparator theory. Reproduced from Kirvelis 

and Vanagas.(339) 

 

 Importantly, all of the above-mentioned theories concur that habituation is not a peripheral 

process but most likely occurs at the level of interneurons in the CNS.(330) Primary sensory afferent 

neurons do not habituate, rather habituation occurs somewhere between the sensory and motor level, 

affecting the likelihood of our system effectuating a response. This is important as it signals the 

importance of measuring habituation using tools, which focus on the CNS rather than sensory 

receptors. In fact, EEG has often been used as a means to study habituation and a decrement of 

ERPs has been found to be a good neurophysiological correlate of habituation.(340,341) 

Computer-based tasks such as the pattern-reversal and oddball with EEG provide an additional way 

for the researcher to control stimulus characteristics important to habituation such as frequency and 

intensity.  
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1.3.6. Research paradigms associated with sensation and perception 

1.3.6.1. Pattern-reversal 

 

 Within the literature on visual processing, the pattern-reversal (PR) is one of the most well-

known and validated paradigms and is the preferred technique for clinical purposes.(342) Paired with 

EEG, it involves the presentation of a checkerboard pattern of an equal number of black and white 

squares, which reverse (from black to white and white back to black) at a predefined temporal 

frequency quantified according to the number of Hz (see Figure 20). The parameters of the 

checkerboard are carefully established both with respect to luminance, field size, contrast, and spatial 

frequency, which is typically defined according to the visual angle. Additionally, stimulation is 

presented consecutively usually 600 trials, divided post-recording into blocks of 100 trials (6 blocks). 

 In terms of the resulting waveform, at higher temporal frequencies (> 6 Hz) (343) SSVEPs 

can occur, as the components overlap to form a sinusoidal signal. On the other hand, at lower temporal 

frequencies, the resulting waveform is best termed a transient VEP, where the discrete positive and 

negative deflections can be easily identified (see Figure 20). An advantage of pattern-reversal visual 

evoked potentials (PR-VEPs), especially for clinical applications, is that there is very little variation 

both within and across participants.(342) The resulting PR-VEPs normally consist of the N1 (also 

called N70, N75 or N80), P1 (or P100), and N2 (also called N135 or N145) peaks (see Figure 20). 

N1, is usually considered as the most negative peak between 60-90 ms post-stimulus, P1 as the most 

positive peak after N1 and between 80-120 ms post-stimulus, and N2 as the most negative peak after 

P1 and between 90-200 ms.(341) These peaks, or neurophysiological correlates of sensation and 

perception, are sensitive to stimulus characteristics and tend to be predominantly exogenous, in 

nature. N75, is modulated by contrast (132) and spatial frequency (344) whereas P1 is sensitive to 

luminance (131) and contrast (132) among other characteristics. It is also common to calculate the 

peak-to-peak amplitude difference (N1-P1) to minimize the amplitude distortion of later components 

such as P1 by earlier components, such as N1.(120) One of the most frequent uses of this task, is to 

assess cortical excitability and habituation to repetitive stimuli. In fact, these concepts are frequently 

studied in clinical populations that report visual hypersensitivity or photophobia such as migraine 

(101,341) and epilepsy,(345,346) as potential pathophysiological mechanisms underlying sensory 

alterations. Cortical excitability is normally assessed by examining first block N1-P1 peak-to-peak 

amplitude difference,(288) whereas habituation is quantified according to the difference in first block 

N1-P1 peak-to-peak amplitude difference and last block N1-P1 peak-to-peak amplitude 

difference,(341,347) with a reduction confirming habituation. To avoid ocular artifacts, subjects are 
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instructed to maintain their eyes on a fixation cross in the middle of the screen. In this PhD thesis, a 

PR task will be used to study the exogenous mechanisms of visual processing. 

 

 

Figure 20. Pattern-reversal stimulus (left) and typical waveform response (right). The event-related potentials that 

are most commonly elicited in response to this type of stimulation are the N75, P1, and N135. The image on the left 

is reproduced from Sand et al.(348) and the one on the right from Lee et al.(349) 

1.3.6.2. Oddball 

 

 Another experimental paradigm that is frequently used to explore sensory-attentional 

processing (see 1.4.5.2. for information relative to attention) is the auditory oddball alongside an EEG 

recording. Oddballs can consist of single stimulus, two-stimulus, or three-stimulus paradigms. If a 

single stimulus is used, a target is presented infrequently without the presence of any other stimuli. 

In the two-stimulus oddball, a chain of standard stimuli (repetitive and frequent) is presented with the 

presence of an occasional, infrequent target, which differs from the standards. If a three-stimulus 

oddball is used, the participant is presented with the same chain of events as the two-stimulus oddball 

but with an occasional novel, also sometimes called deviant or distractor, stimulus. The oddball 

paradigm can be either active, requiring a response from the participant, or passive, not requiring an 

overt response. In the active version of the oddball paradigm, participants must respond to targets 

while ignoring standard and novel stimuli (see Figure 21).  

 

 

Figure 21. Schematic representation of an active auditory oddball paradigm. In this example, infrequent target 

sounds (1620 Hz, 60 ms duration) occur with a probability of P = 0.2 and are embedded in a stream of standard tones 

(1500 Hz, 60 ms duration), occurring with a P = 0.6 probability. Novel sounds (short excerpts of environmental 

sounds) are also included with a probability of P = 0.2 (average duration: 60.95 ± 7.61 ms). 
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The oddball task permits the researcher to study, among other things, the electrophysiological 

response to standard, repetitive stimuli alongside sensory and attentional processes. In terms of 

standard stimuli, the auditory N1 and P2 ERP components have been linked to evaluative processing 

of repetitive stimuli and are primarily exogenous in nature. N1 is identified as the most negative peak 

between 75-150 ms post-stimulus and has been shown to be sensitive to stimulus salience.(146,350) 

P2, on the other hand, is the most positive peak after N1, appearing between 150-250 ms post-

stimulus, and reflecting higher level perceptual processing.(146) Next, the mismatch negativity 

(MMN) is a preattentive ERP component, which occurs in response to stimuli that differ from the 

standards in either tone, duration, volume, or timbre (146,351) and is calculated from the difference 

wave of distractors minus standards. It is considered to be stimulus-driven and occurs automatically 

without the necessity of an overt behavioral response, or even conscious awareness.(146,352) 

Importantly, although ERPs provide useful information relative to the time-course of sensory 

processing, time-frequency measures can supply additional information about underlying processes. 

For example, in response to standard, but also target or novel stimuli, there is an increase in theta 

activity, coinciding with N1 maximum amplitude. Furthermore, phase-synchronization measures, 

alongside power, might contribute to ERP activity,(353) and may provide additional information 

particularly with regard to the processing of repetitive stimuli. 

 

Summary  

  

 Please consult Table 4 for a summary of processes and mechanisms related to sensation and 

perception that will be examined in this PhD thesis. Information about the cued visual detection task 

with bilateral entrainment can be found in Section 1.4.3 and 1.4.4.1. 
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Table 4. A summary of the processes and mechanisms related to sensation and perception, of interest in 

this PhD thesis. 

Sensory 

modality 

Cognitive 

process 

Neural 

mechanism 
Research paradigm Neurophysiological correlate(s) 

Visual 

 
Perception 

Cortical 

excitability 

Pattern-Reversal 

P1-N1 amplitude (first block) 

Habituation 
P1-N1 amplitude (last block vs. 

first block) 

Neural entrainment 
Cued detection with 

bilateral entrainment 

Phase alignment 

Inter-trial coherence 

Auditory Perception Habituation Oddball 

N1, P2, N2 amplitudes 

Theta, alpha, beta-gamma power 

and phase-synchronization (last 

block vs. first block) 

P1-N1 refers to the P1-N1 peak-to-peak amplitude difference. 

 

 

1.3. KEY MESSAGES 

 

1. Psychophysical thresholds and self-report questionnaires and/or validated neuropsychological tests are 

some of the most frequently used tools to study sensation and perception. 

2. Sensory ERPs, such as the visual N1 and P1, are modulated by characteristics related to the physical 

stimulus, such as contrast or luminance. 

3. The alpha-band (8-12 Hz) has also frequently been related to sensation and perception, with changes 

in power and phase being related, for example to the likelihood of perceiving a stimulus. 

4. Sensory sensitivity is best defined as the capacity to detect and perceive a sensory stimulus and can be 

characterized according to a spectrum ranging from hypo- to hyper-sensitivity. 

5. Cortical excitability can be defined as the strength and/or likelihood of a neural response to external 

stimulation and reflects neuronal reactivity as well as specificity. 

6. Habituation refers to a response decrement to repetitive or constantly applied sensory stimulation. 

7. The pattern-reversal and auditory oddball task can be used to study sensation and perception. 
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1.4. Attention 

1.4.1. Definition 

  

 Although we are intimately acquainted with the concept of attention, it is difficult to define 

all of its facets, given that attention is often used as an umbrella term to refer to a variety of 

phenomena.(354) Nonetheless, a general definition of attention would most aptly consider two things: 

[i] that the brain and the resources available to information processing form a limited capacity system, 

and [ii] the subject has some level of control [whether conscious or not] over what information enters 

the system.(355) Therefore, attention is the mechanism that permits us to allocate our resources 

to process select stimuli and/or events, thus bringing them into conscious awareness. Some of 

the aspects of attention that have been explored over the years include the link between attention and 

perception, the voluntary and/or involuntary nature of attention, as well as the clarity which attention 

can provide to information processing.(356) However, it is important to consider that attention is a 

broad term that encompasses a variety of different situations, and can therefore be categorized 

according to different types or functions of attention. Some of these subtypes (not a comprehensive 

list) include the selection of which information to process and which to suppress or ignore [selective 

attention], the ability to notice novel and/or unexpected stimuli and events [attentional capture], and 

the capacity to shift our resources towards them [attentional orienting] and back to the previous locus 

of attention [attentional re-orienting].(354) Some of the most prominent models of attention will be 

discussed below, with particular emphasis being placed on selective attention, attentional 

capture and orienting/re-orienting, the subtypes of attention that will be explored in this PhD thesis. 

 One of the first models of selective attention, was a theory by Broadbent, heavily inspired by 

information theory, called filter theory(357) (see Figure 22 for a simplified version). In this model, 

Broadbent proposed the existence of two stages of attentional processing. In the first preattentive 

stage, all of the information arriving at the senses is temporarily stored for further processing. Here, 

information processing occurs in parallel and input information is stored as a function of stimulus 

characteristics and modality, among other things. The second stage is defined as a limited capacity 

processing system whereby only a fraction of the previously processed information is directed for 

further handling based on physical characteristics of the inputs. This reduction of initial information 

creates an attentional bottleneck, where only one of the initially collected inputs is sent for further 

cognitive processing. Inputs that are not selected are held in short-term stores at the pre-attentive 

stage and are thought to rapidly decay. Finally, depending on the selected input, the motor system 

and its consequent response is activated at the end of this second stage.  
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Figure 22. Broadbent’s model of selective attention (filter theory).(357) Figure adapted from Jackson and 
Cottrell.(358) 

 

Understandably, Broadbent’s theory has been updated throughout the years with one of the 

most well-known modifications being the filter-attenuation theory by Treisman (359) (see Figure 

23 for a comparison of both models). One of the criticisms of Broadbent’s theory was that it struggled 

to explain the processing of unattended stimuli, such as the cocktail party phenomenon (360,361) 

where you can hear your name in a noisy environment (such as a cocktail party) even if your attention 

is directed elsewhere. Treisman’s theory sought to account for this, by revisiting the action of the 

filter. In filter-attenuation theory information enters the system through parallel channels and is 

examined for stimulus characteristics. However, here the filter strengthens some inputs and attenuates 

others but does not eliminate them, meaning that weakened signals can still get through to further 

processing. At later stages, inputs are compared to dictionary units, or pre-existing concepts within 

the system, and a response can be executed. Importantly, some of these so-called dictionary units 

have lower thresholds, particularly for biologically or emotionally relevant stimuli. This would help 

to explain why in real-world instances, attention can be triggered by unattended stimuli. Furthermore, 

these thresholds can vary based on instructions or context.(362–364) 

 

 

Figure 23. Schematic representations of Broadbent’s filter model (top) and Treisman’s attenuation model (bottom). 

Note the differences in the properties of the filter in both models. In Broadbent’s model, only the selected input gets 

forwarded on for further processing, whereas in Treisman’s model, both selected and attenuated inputs continue 

past the filter stage. Based on Broadbent (357) and Treisman,(359) figure reproduced/adapted from Atmaja.(365) 
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 Treisman’s filter attenuation theory was met with some criticism due to its redundancy, 

therefore, Deutsch and Deutsch proposed an alternative selection model.(366) In their model, the 

initial filter sensitive to physical characteristics is non-existent and input is relayed directly to the 

dictionary units. In this model, all inputs are assessed for meaning and then a selection is made. 

Responses are determined according to the weight of the dictionary unit rather than the strength of 

the signal itself and the most heavily weighted stimulus (i.e., the most relevant) becomes the focus of 

attention. If another signal is weighted more heavily than an attentional shift occurs. 

 These three early models all considered attention as a selective filter mechanism, enabling 

individuals to process vast quantities of information by prioritizing some things and ignoring or 

suppressing others.(367) Given limitations on the amount of energy available to the brain (368) and 

the high cost of neural firing,(369) this function of attention allows the individual to ensure that they 

are not wasting precious resources on irrelevant or distracting information. Importantly, within the 

research on selective attention, a few key matters have been identified.(370) The first stems from the 

attentional bottleneck itself and focuses on clarifying where this selection process takes place. Two 

predominant approaches have been conceptualized and consist of early-selection and late-selection 

models. Early-selection models such as Broadbent’s filter theory and Treisman’s filter attenuation 

theory claim that information is selected according to physical or sensory attributes prior to reaching 

the semantic stage whereas late-selection models, such as the selection model posit that all inputs 

reach the semantic stage and selection occurs here [for a review see (371)]. The debate between these 

two types of models is still ongoing, although in recent years more evidence would appear to support 

the early-selection view.(372) Recently, the two types of selection models have been unified 

according to a hybrid model modulated by perceptual load, related to manipulations of display set 

size and task requirements.(373,374) Specifically, smaller displays and easier tasks (e.g., detection 

task vs. identification of a specific position of target stimulus) require less resources and therefore 

exert a lower perceptual load. In this view, the type of selection whether or early or late depends 

entirely on the perceptual load whereby high perceptual loads lead to early selection and low 

perceptual loads to late selection mechanisms. 

 The two other subtypes of attention discussed in this thesis, attentional capture and attentional 

orienting/re-orienting consist of the process of an external stimulus or event seizing our attentional 

resources, which usually occurs in response to a novel, but also a significant, rare, surprising and/or 

unfamiliar stimulus (375–377) after which the brain may choose to maintain attentional resources 

where they are or flexibly orient to the novel stimulus or event.(378,379) This ability to redirect 

attention and modify behaviour according to the presence of novel or unexpected stimuli is important 

for safely and effectively navigating our busy environments.(380) In fact, the shift in attention 
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required to elicit an orienting response has been likened to the switches used for task or rule switching 

(381,382), which may also suggest that these processes and cognitive flexibility share interconnected 

mechanisms.  

One of the most important aspects of attentional capture, orienting/re-orienting but also 

selective attention, has to do with the direction of processing, which can be either bottom-up or top-

down (370) (see Figure 24 for a schematic representation). Attention can be externally induced 

[exogenous], such as through changes in luminance or motion,  which occurs through automatic, 

involuntary, and stimulus-driven mechanisms, frequently termed bottom-up.(383–387) For 

example, in the spatial domain, an external cue can provoke a shift in attention to a cued location 

(388) whereas in the temporal domain, attentional capture can occur in response to rhythmic or 

predictable stimuli.(389–391) Usually, this mechanism occurs very quickly, peaking at approximately 

100 ms, and tends to have a more transient nature,(392) [for a review see (367,385,393)]. Bottom-up 

attention also appears to be phylogenetically older and plays a role in detecting and responding to 

salient or novel events that appear unexpectedly or outside of our attentional focus.(394)  

 

 

Figure 24. A visual representation of bottom-up and top-down attention. The external arrows represent the flow of 

information related to bottom-up saliency, which integrates with top-down priority maps to yield action. The 

schematic representation of the brain in the center of the image depicts the cortical pathways related to visual 

attention. Arrow colors represent bottom-up (blue), top-down (red), and eye movement (green) signal processing. 

Visual information enters the system through the eye and is processed according to different features such as color. 

Feature maps assemble these components and integrate them into a saliency map, with the goal of orienting attention 

to the most salient stimulus. Saliency is processed simultaneously in the prefrontal cortex (PFC) and the posterior 

parietal cortex (PPC). Importantly, bottom-up processing can be modulated by top-down mechanisms, such as goals 

and prior knowledge. The combination of bottom-up and top-down processing is represented using a priority map. 

In particular the PFC is thought to affect how the input is represented throughout the cortical pathway. The area 

with the most activation in the map is the target of attention. Eye movements, generated by the superior colliculus 

(SC) are ultimately carried out. Figure reproduced from Katsuki and Constantinidis.(395) 
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Top-down, or endogenous attentional mechanisms, on the other hand are more closely 

related to goals, expectancies, and incentives.(387) Endogenous, voluntary, or goal-directed 

attention, occurs as the result of a choice to deploy attentional resources to a particular location or 

object.(385,392) In the temporal domain, it can occur in response to informative, symbolic cues, 

similarly to the spatial domain.(396) Attentional capture and subsequent re-orienting are also 

modulated by top-down, internal cognitive control processes.(381,382,397) Top-down attention is 

also much slower and more prone to interruption,(387) however it can be sustained for longer periods 

of time.  

 Importantly, bottom-up [exogenous] and top-down [endogenous] attention are tightly related. 

In fact, some authors claim that exogenous attention can be modulated and even suppressed by 

endogenous attention,(383,392,398) [despite (399,400)]. One of the theories related to the 

mechanisms underlying this interaction is the biased competition model of attention by Desimone 

and Duncan, whereby objects compete for access to cognitive resources and top-down signals bias 

this competition by enhancing the representation of objects that are considered to be relevant to the 

task, goal, or behavior.(401) In terms of functional and anatomical neural networks related to bottom-

up and top-down attentional mechanisms (380,402) two pathways have been proposed: a ventral 

fronto-parietal network related to bottom-up attentional mechanisms and a dorsal fronto-parietal 

network linked to top-down processes.(380,402) The dorsal fronto-parietal network is made up of 

the: dorsal parietal cortex, specifically the intraparietal sulcus (IPS) and the SPL, frontal eye fields, 

and the dorsal frontal cortex.(387) This network has been shown to activate as a function of goals or 

expectations and to guide motor responses, for example with regard to the appearance of a stimulus 

at an attended location.(387) In contrast, the ventral fronto-parietal network includes the: right ventral 

frontal cortex, including parts of the middle frontal gyrus (MFG), inferior frontal gyrus, anterior 

insula, and frontal operculum, as well as the right temporo-parietal junction.(387) This network 

responds to task-relevant or behaviorally-relevant stimuli, for example to unattended locations (387) 

and does not seem to be modulated by participant expectancies.(403) Importantly, unexpected or 

irrelevant stimuli appear to activate a different network made up of the bilateral dorsal basal ganglia, 

anterior cingulate, left dorsolateral prefrontal cortex, and the left anterior insula.(387,404) Both 

networks would appear to congregate at the lateral prefrontal cortex and compete for attention.(387) 

A theory by Corbetta and Shulman, related to attentional orienting has suggested that in the presence 

of novel information, the ventral network acts as a ‘circuit-breaker’ halting processing of the dorsal 

network by redirecting attention to the novel stimulus or event [for a review see (380) and a visual 

representation see Figure 25].(402) 
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Figure 25. A visual representation of the interaction between ventral and dorsal networks, with particular emphasis 

on the re-orienting response. The figure on the top represents the activation of different brain regions to informative, 

central cues [blue] and those that respond to behaviorally relevant, unexpected stimuli through a re-orienting 

response. On the bottom, a model of the interaction between the two systems is represented. The dorsal network 

biases processing through activity from the frontal eye fields (FEF) and the intraparietal sulcus (IPS), via the middle 

frontal gyrus (MFG) (filtering signal) to the ventral network, thus inhibiting responses to stimuli that are 

behaviorally important. However, in response to a salient stimulus and subsequent stimulus-driven re-orienting, the 

ventral network acts on the dorsal network through a re-orienting signal sent through the MFG. Reproduced from 

Corbetta et al.(380) 

 

In recent years, the bottom-up and top-down dichotomy has been met with some criticism 

(405) particularly with regard to a failure to adequately represent attentional capture in response to 

emotional stimuli or those associated with incentives, which can still capture attention, even if not 

necessarily related to the goal.(406,407) It seems clear that both endogenous and exogenous attention 

shape sensory information processing in distinct but relevant ways.(408,409) Given the nature of our 

environments, multiple stimuli are constantly competing between each other for neural representation 

and these competitive interactions can be affected or biased by both bottom-up and top-down 

mechanisms.(401,410,411) Nonetheless, few research studies have found a way to successfully 

isolate these processes.(412,413) 

 Finally, selective attention, attentional orienting, and attentional capture can occur in an overt 

or covert manner, with overt being related to eye or head movements and covert occurring in the 

absence of these.(414) In fact, covert attention tends to precede ocular saccades.(415) For example, 

selective attention can be overtly activated by looking at something directly, or covertly induced due 

to cueing. Michael Posner’s work on spatial cueing has been particularly influential in understanding 
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covert shifts of attention by indicating that selective attention can be manipulated by cueing the 

participant, to the likely location of a target in space.(388) 

1.4.2. Neurophysiological correlates of attention 

 

The use of ERPs permits researchers to explore the stages of attention, as well as its 

relationship to selection and perception.(206) In terms of the visual modality, early studies used flash 

stimulation to examine ERPs and were the first to report modulations of component amplitudes with 

attention.(416–418) The earliest visual component, N1 [80-100 ms] (also called C1) tends to be 

exogenous and does not appear to be affected by attentional modulation [(419–424) despite 

(425,426)]. P1 [100-130 ms] and N2 [100-200 ms] (the following ERPs to appear in the waveform) 

also tend to be exogenous, although some evidence exists that on cued attentional tasks, they may 

show attentional modulation (see Figure 26). Attentional effects in these early components tend to 

occur when participants are cued to covertly attend to locations in space. In particular, P1 would 

appear to be related to suppressing unattended stimuli and facilitating stimulus processing at attended 

locations whereas N2 has been linked to discrimination and amplification of attended stimuli with a 

possible role in attentional orienting towards relevant stimuli.(142,206,427,428) Additionally, both 

P1 and N2 amplitudes have been shown to be reliably enhanced in response to attended stimuli, as 

well as to precued stimuli.(133,137,141,142,206,417) In this light, some researchers have proposed 

that selective attention may act as a gain control mechanism on sensory information, effectively 

amplifying attended stimuli.(420) The increased amplitudes of P1 and N2 have also been correlated 

to behavioural effects, with enhanced amplitudes being correlated with improved detection and faster 

reaction times (RTs).(137,141,142) Nevertheless, despite some evidence for attentional modulation, 

these components are usually considered to be predominantly exogenous. 

 

 

Figure 26. A schematic representation of a typical attentional paradigm used to elicit attentional effects in visual 

event-related potentials (ERPs). Participants are told to fixate on a cross in the center of the screen and covertly 

attend to either the right or left visual field. Next a stimulus is presented to the right or to the left over a series of 

trials. On the right, the expected result is shown for a left visual field stimulus, where a larger P1 and N2 can be 

observed in response to attended (participant told to ‘attend left’) as compared to unattended (participant instructed 

to ‘attend right’) condition. Figure adapted from Luck et al.(123) 
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 In the auditory modality, on the other hand, early-latency components tend to be more 

exogenous. For example, brainstem auditory evoked potentials (peak < 10 ms post-stimulus) and mid-

latency components (peak 10-50 ms post-stimulus) do not appear to reflect attentional processes 

[(160,429–431) despite (432–435)]. The following component N1 (peak 75-150 ms post-stimulus) 

also tends to be exogenous, but has been found to show an enhanced amplitude in response to stimuli 

presented at the attended ear vs. the unattended one (see Figure 27) [(155,416,436) despite (437,438)]. 

Next, P2 (peak 150-250 ms post-stimulus) has also been related to early attention and orienting 

(127,146) alongside the MMN (peak 175-225 ms post-stimulus) (439) although, once again these 

three components [N1, P2, and the MMN] tend to be exogenous and contamination from later-latency, 

endogenous components may explain these attentional effects.(437,438,440) P3, on the other hand, 

tends to be more endogenous, reflecting attentional effects on its amplitude.(441,442) It is usually 

decomposed into early P3a (peak 225-275 ms post-stimulus) and late P3a (peak 275-325 ms post-

stimulus), which occur earlier in response to novelty, and P3b (peak 300-600 ms post-stimulus), 

which occurs later in response to target stimuli.(443) Finally, the re-orienting negativity (RON) (peak 

400-600 ms post-stimulus)  has frequently been used as a neurophysiological correlate of attentional 

disengagement from a target and subsequent re-orientation to the task.(170,444) 

 

 

Figure 27. Auditory event-related potentials in response to stimuli presented to the right ear, when the subject was 

attending to the right versus to the left ear. This data would appear to indicate an early effect of attention on N1, P2, 

and later components. Adapted from Woldorff et al.(435,445) 

 

 Aside from research on ERPs, time-frequency analyses have permitted researchers to go 

further in studying the brain’s endogenous frequencies and their relation to attention [for a review see 

(446)]. In fact, more recent attentional theories such as the blinking spotlight theory (447) have 

proposed that attentional sampling and ultimately selection may occur due to a rhythmic underlying 

mechanism. Basic science research has evidenced that attention has a modulatory impact on baseline 

neuronal excitability (448,449) and impacts internal neuronal rhythmicities, including those of well-

known frequency bands (see Table 3). In fact, perhaps the most well-known neurophysiological 

correlate of attention is the alpha rhythm, which has been suggested to act as an attentional gating 

mechanism, suppressing task-irrelevant information while facilitating task-relevant events.(450,451) 
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Importantly, the relationship between alpha and attention has been found across sensory modalities, 

including evidence from both the visual (452,453) and auditory (454,455) domains. When alpha 

power is reduced attention to task-relevant stimuli is enhanced.(188,189). Specifically, alpha power 

shows an identifiable hemispheric pattern in that it tends to be suppressed in the contralateral and 

enhanced in the ipsilateral hemisphere with reference to an attended visual field (see Figure 

28),(186,456) despite some discrepancies,(457–462) mainly attributed to the presence of strong 

distractors on the unattended side.(463)  

 

 

Figure 28. Alpha oscillatory activity as a mechanism of selective attention. On the left, a classic paradigm is shown 

where the participant is cued to attend to a location in space. On the right, the identifiable hemispheric pattern is 

shown (cued – top, and uncued – bottom), with suppression on one side and enhancement on the other. The figure 

on the left was reproduced from Peylo et al.(464) whereas the one on the right is from van Diepen et al.(465) 

 

 An effect of attention on alpha phase has also been reported, with larger phase locking, or 

the capacity of a neuron to synchronize with a stimulus or event, being reported in response to 

increased attention.(466) Furthermore, due to its important role in attention, alpha has been the central 

player of several oscillation-based theories of attention. First, the inhibition-timing hypothesis (183) 

suggests that alpha power is the mechanism underlying the functional inhibition and facilitation of 

cognitive processing. When alpha power is decreased, cognitive processing is inhibited, whereas 

when the opposite is true, cognitive processing is facilitated. Another theory putting alpha rhythms at 

the forefront is the gating-by-inhibition hypothesis put forward by Jensen and Mazaheri.(451) 

Similar to the inhibition-timing hypothesis, alpha rhythms are proposed to play an inhibitory role in 

the processing of sensory information through pulsed activity and accompanying gamma power 

increases. Gamma band oscillations have also been related to attention and bottom-up sensory 

processing.(467,468) In a recent study by Clayton et al. (469) the interaction between theta (4-8 Hz) 
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and gamma (< 30 Hz) frequency bands has been unified in a gamma-theta phase-power coupling 

model of attention proposing an attentional sampling role for theta-gamma.(470–472) In this case, 

inhibition or suppression of task-irrelevant processes is modified by theta power whereas the 

facilitation or excitation of task-relevant stimuli is controlled by gamma power.(469,473) On their 

own, theta oscillations have been proposed to provide the necessary flexibility to perform attentional 

shifts, as discussed in a recent rhythmic theory of attention, and may provide long-range control 

(473,474) [for a review see (475)]. However, the role of theta remains to be explored (476) 

particularly because it continues to be unclear whether theta oscillations are an active response or a 

passive by-product of attentional modulations. In summary, alpha oscillatory activity would appear 

to provide the most robust evidence of an oscillatory neurophysiological correlate of attention. 

1.4.3. Neural entrainment and photic driving 

 

 Neurons possess an intrinsic capacity to oscillate both spontaneously and also in response to 

stimuli.(477) This ability can occur at a microscopic, or individual neuron level, with changes to 

membrane permeability or nerve impulses (478) and also at the macroscopic level (across groups of 

neurons), resulting in the generation of synchronized activity at different frequencies.(479) These 

rhythmic fluctuations (see Table 3) have been shown to underlie baseline neural excitability, at a 

variety of temporal and spatial scales, with an effect on sensation, perception, and action.(173–175) 

Oscillatory activity has also been proposed to act as a gating mechanism in terms of communication 

between different brain areas.(471,480,481) Interestingly, the brain has a natural tendency to 

synchronize these underlying oscillations to rhythmic external stimuli, often referred to as neural 

entrainment and operationally defined by Obleser and Kayser as “the temporal alignment of an 

observed neural process with the regularities in an exogenously occurring stimulus”.(482) This 

inherent mechanism may provide a variety of benefits, particularly attentional ones (452,483,484) 

related to stimulus expectation.(485)  

Given that oscillations are characterized by a peak and a trough of excitability, neural 

entrainment permits the alignment of peak neural activity with the onsets of periodic external 

stimulation. This results in enhanced sensory representation, amplifying stimuli that are aligned with 

the high excitability phase of neural oscillations and attenuating those that are in line with the low 

excitability phase [for a review see (486)]. Furthermore, neural entrainment may have an impact on 

action by optimizing behavior, through quicker reaction times (485) and increased hit rates.(487–489) 

It is believed that neural entrainment most likely occurs as a result of a phase-reset of the internal 

oscillator to match the external one (see Figure 29).(483,490) In fact, neural entrainment does not 

need to be accompanied by an increase in power, as is the case for evoked responses, but rather 
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involves an alignment of phase, or phase-locking, between internal and external oscillators.(210,491) 

Therefore, phase concentration metrics provide an important tool to study neural entrainment.(492)  

 

 

Figure 29. A visual representation of phase reset as compared to neural entrainment. A. A single external input 

causes phase reset, or a modulation of the phase of the internal oscillators to a specific value at the temporal moment 

of the arrival of the external signal into the system. If, no other external signals are delivered, the internal oscillators 

return to their natural, or eigenfrequencies. B. Neural entrainment in response to rhythmic external inputs. This 

results in modulation of the wavelength and amplitude through a series of probable, rhythmic phase resets. The 

wavelength is altered to line up with the rhythmic input, which resets the internal oscillatory phase. Reproduced 

from Lakatos et al.(493) 

 

 In recent years, the definition of neural entrainment has been further elaborated on, to 

effectively distinguish this process from steady-state evoked potentials [SSEPs] (494,495) or other 

forms of neural activity, whose temporal superposition may look like an alignment between internal 

and external activities.(210) One of these processes, which closely resembles neural entrainment is 

photic driving, a robust neurophysiological correlate of sensory sensitivity,(496) and arousal,(497) 

which has frequently been used on studies of clinical populations, including epilepsy,(498) 

autism,(496) Alzheimer’s,(499,500) migraine,(501–503), attention-deficit hyperactive disorder,(504) 

and schizophrenia.(505) Photic driving, or a rhythmic exogenous synchronization of internal 

oscillatory activity to the frequency of periodic, external stimulation, is frequently elicited using 

intermittent photic stimulation (IPS), involving the presentation of a series of light flashes, using a 

strobe light, for 4-10 s and with frequencies increasing from 1-30 Hz.(506) At alpha frequencies 

photic driving would appear to have the largest effect.(507,508) Furthermore, when photic driving is 

carried out at the alpha frequency it has been shown to generate a relaxing effect, which has been 

confirmed by measuring heart rate, galvanic skin resistance, and breathing rate (509) and has actually 

been applied therapeutically.(483,510–512) Importantly, alterations in photic driving, particularly an 

increased effect could explain photic hypersensitivity in patients with sensory alterations such as 

autism (496) and migraine.(501–503,513)  

 Nonetheless, despite certain similarities, photic driving is considered separately from neural 

entrainment and recent studies have highlighted a number of criteria that should be used to 
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differentiate true neural entrainment or ‘neural entrainment in the narrow sense’ from a more 

general temporal alignment between external stimuli and internal activity, or ‘neural entrainment 

in the broad sense’.(210,482) These criteria will be detailed upon continuation and should be referred 

back to throughout the thesis when referring to neural entrainment. 

 

[i] Neural oscillations should occur spontaneously (in the absence of external 

stimulation) or persist after stimulus offset. 

 

[ii] Neural oscillators possess ‘eigenfrequencies’, or natural frequencies around, 

which they tend to oscillate [Arnold tongue concept] and when exposed to rhythmic 

stimuli they should adjust their frequencies within certain bounds. Nevertheless, 

post-stimulus offset they should return to their natural frequencies, exhibiting a 

resilience to perturbation. 

 

[iii] Post-stimulus offset, neural oscillators should maintain their frequency around 

the entrained frequency for a little while longer, before returning to their 

eigenfrequency, thus displaying a persistence of the entrained signal.  

 

Neural entrainment would also appear to be modality-independent, with research in the 

visual,(488,514–516) auditory,(485,487,517,518) olfactory,(519) and somatosensory (520–522) 

domains yielding similar results and focusing on different neural frequency bands, including 

delta,(485,487,515,523,524) theta,(518) alpha,(237,452,488,514,516,517) beta,(522) and 

gamma.(522) Nonetheless, in recent years the neural entrainment of alpha frequency oscillations [7-

14 Hz] has received special interest because of alpha’s role in selective attention [see 1.4.2.].(484,525) 

It would appear that alpha oscillations participate in the mechanisms involved in: representing task-

relevant information at specific temporal moments,(526) determining the amount of neural 

representation of an external stimulus,(527) and preparing the system to respond by either enhancing 

or suppressing inputs [for a review, see (528)]. The inhibition-timing hypothesis (183) would support 

the conceptualization of entrained alpha as a mechanism to filter and gate sensory inputs while 

enhancing neural coding based on temporal features.(482,483) In fact, some studies have theorized 

that maybe two systems, related to alpha power and alpha phase synchronization, interact with each 

other for the selection or suppression of stimuli representation/response.(411)  

 Furthermore, it is important to clarify that most brain responses contain both evoked 

responses and endogenous oscillatory activity and it can be difficult to dissociate them.(210) Given 

that neural entrainment tends to persist for some time after the external periodicity has been removed, 
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an opportunity to isolate and study the endogenous, underlying oscillatory activity without the 

influence of evoked responses exists. This ability is relevant because it provides a unique ability to 

dissociate bottom-up and top-down mechanisms, at a mechanistic level, and in the case of clinical 

populations, could indicate which of the two systems, if any, are impaired. Particularly in patients 

with sensory alterations, neural entrainment can provide a window to independently assess the 

influence of exogenous and endogenous mechanisms on sensory-attentional processing. 

Lastly, some neural entrainment tasks can be used to study both temporal and spatial 

attention.(484) In this case, temporal aspects of the stimulus can improve visual discrimination 

through more efficient processing of targets presented in-time with entrainers (529,530) whereas, 

spatial elements, linked to a visuospatial attentional mechanism, can act as a pulsed inhibition.(461) 

1.4.4. Research paradigms associated with attention 

1.4.4.1. Cued visual detection with bilateral entrainment 

 

Given the natural ability of external rhythms to entrain internal oscillatory activity [see 

1.4.3.], tasks used to elicit neural entrainment frequently entail the presentation of periodic 

stimulation alongside an EEG recording. Lakatos and colleagues established a series of building 

blocks, which can be useful when designing experimental tasks meant to generate neural 

entrainment.(493) First, neural entrainment is not frequency specific, although it does tend to be 

stronger around the individual alpha frequency (IAF),(507,508) which means that it can occur in 

response to all of the typical frequency ranges.(493) Therefore, the frequency of stimulation can be 

selected according to other criteria, such as processes of interest. Neural entrainment is also tolerant 

to changes in input timing,(493) meaning that stimuli such as speech or music can be used in 

experimental tasks, and can occur in response to a variety of rhythmic inputs, including 

environmental, self-produced, autonomic, and top-down.(493) Importantly, tasks can be set up based 

on specific research questions, for example by introducing target-absent trials, which can be used to 

study underlying neural oscillatory activity without the influence of evoked responses.(484) Neural 

entrainment can also be coupled with different computer-based tasks, to study potential behavioral 

benefits or hypothesized impairments in clinical populations.(484,485,487,488) Furthermore, 

bottom-up, exogenous mechanisms can be studied alongside top-down, endogenous ones, with the 

ability to separately isolate their influence.  
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1.4.5.2. Oddball 

 

One experimental paradigm that is frequently used to study sensory-attentional processing is 

the oddball [for information about the sensory-perceptual functions of this task, see 1.3.6.2]. In terms 

of attentional mechanisms, this task is useful to study behavioral readjustments as a function of 

environmental demands by studying the neurophysiological response to novel and target stimuli. 

Novel stimuli lead to a cascade of ERPs including, in order of appearance, the MMN, early and late 

P3a, and finally the RON, whereas target stimuli elicit the MMN, P3b, and the RON (see Table 7). 

The MMN can be an index of attentional capture (see Table 7). Additionally, the most well-known 

component elicited by the oddball paradigm is the P3, which occurs when a new stimulus is detected 

that does not match the existing schema of the previously presented stimuli (531) and can be 

subdivided into P3a (early and late) and P3b subcomponents. The P3a normally underlies attentional 

allocation of resources as well as orienting to environmental change, such as to infrequent novel 

stimuli,(532) with larger amplitudes being related to increased attention.(532) The P3b in contrast 

occurs in response to infrequent targets, when subjects are instructed to actively respond.(532,533) 

The amplitude is dependent on the attentional resources provided to the stimulus.(532) The use of a 

three-stimulus task permits the researcher to study both the P3a and P3b. Finally, the RON is 

considered to play a role in disengaging from stimuli and re-orientation back to the task and is 

obtained using the difference wave of standard and novel trials. Time-frequency measures can also 

provide additional information about the time-course of attentional processing. For example, in 

response to target or novel stimuli, an increase in theta activity can be seen, which coincides with the 

maximum amplitude of P3a. Furthermore, greater low-beta activity has been noted in response to 

novel stimuli.(379,534) 

 

Summary  

  

 Please consult Table 5 for a summary of processes and mechanisms related to attention that 

will be assessed in this PhD thesis. 
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Table 5. A summary of the processes and mechanisms related to attention of interest in this PhD thesis. 

Sensory 

modality 
Cognitive process Neural mechanism Research paradigm 

Neurophysiological 

correlate(s) 

Visual Selective attention Neural entrainment 
Cued detection with 

bilateral entrainment 

Phase alignment 

Inter-trial coherence 

Auditory 

Allocation of 

attentional resources 
 

Oddball 

N1, P2, P3a amplitude 

Attentional 

orienting/re-orienting 
 

P3a, Re-orienting 

negativity (RON) 

amplitude 

Attentional Capture  
Mismatch negativity 

(MMN) negativity 

 

 

1.4. KEY MESSAGES 

 

1. Attention acts like a selective mechanism, filtering information for further processing, while also 

shifting resources to new sources of information or back to the task at hand. 

2. Attention occurs through a delicate interplay between bottom-up and top-down mechanisms, which 

interact to shape sensory-information processing. 

3. ERPs, such as the auditory P3 and RON, as well as neural oscillatory activity, in particular alpha, are 

some of the neurophysiological correlates, which can be used to study attention. 

4. Neural entrainment is the natural tendency of neurons to synchronize their internal oscillations to 

rhythmic, external stimuli. 

5. Attentional re-orienting refers to the ability to direct and redirect attention based on novel or 

unexpected stimuli. 
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1.5. Sensory-attentional processing in migraine 

 

To explore whether sensory-attentional processing is altered in migraine, a number of 

different concepts will be examined including sensory sensitivity, cortical excitability, habituation, 

neural entrainment, photic driving, and the orienting/re-orienting response. The studies listed in the 

following sections will discuss findings related to EM. Additionally, given the importance of the 

interictal period [discussed in 1.1.2.] the research presented in the following sections will be focused 

on this phase, unless explicitly stated otherwise. 

1.5.1. Sensory sensitivity in migraine 

 

 Photophobia and phonophobia are among the diagnostic criteria of a migraine attack.(6) 

However, sensory alterations have also been reported in the interictal phase, significantly contributing 

to the IIB, and provoking discomfort and sensitivity in response to stimuli from different sensory 

modalities.(55,535) Currently, the mechanisms underlying this sensory hypersensitivity remain 

unclear, although there are some theoretical propositions, which will be discussed below. Sensory 

hypersensitivity has traditionally been measured using self-report questionnaires (536,537) and 

sensory thresholds.(55,215,263,538) One questionnaire used to evaluate sensory sensitivity, while 

dissociating it from sensory reactivity, is the Sensory Perception Quotient (SPQ), which has been 

used in both healthy and clinical populations and evaluates both visual and auditory parameters.(252) 

In the following sections [1.5.1.1. and 1.5.1.2.], research related to the visual and auditory domains 

will be discussed. It is important to mention that olfactory hypersensitivity or an aversion to smell 

(osmophobia) and somatosensory hypersensitivity or an aversion to light touch (cutaneous allodynia) 

are also prevalent in migraine, both ictally and interictally.(539–542) However, in this PhD thesis, 

we have chosen to focus on vision and audition, which constitute the most prevalent sensory 

complaints interictally, leaving olfactory and somatosensory hypersensitivity outside of the scope of 

this thesis [for a review of these two modalities see: (543–545)].  

1.5.1.1. Visual sensitivity in migraine 

 

During the interictal phase, many patients continue to report visual hypersensitivity,(55,56) 

which significantly contributes to the IIB (58) and has also been associated with an increased 

prevalence of psychiatric comorbidities, including anxiety and depression.(546) In one study, patients 

with migraine reported a significantly increased number of visual stressors in their environment 

outside of the headache attack, as a consequence of enhanced visual sensitivity, including 
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sensitivities to glare, flicker, alternate light and shade, contrasting patterns, fluorescent lights, and 

color.(536,547) To provide additional support to the results of self-report questionnaires and 

population-based studies, psychophysical discomfort thresholds would also appear to indicate an 

increased sensitivity to light; with patients reporting stimuli as more bothersome at lower light 

intensities than HC.(55,535) Patients also report more discomfort to grating patterns than HC.(548) 

This apparent hypersensitivity to visual stimuli, could be related to altered function of one of the 

candidate pathways of visual hypersensitivity (see section 1.3.3.). First of all, ipRGCs, which are 

implicated in all three pathways are particularly sensitive to blue light with a particular impact on 

inflammation of the trigeminal ganglia,(549) and blue light in patients with migraine has been found 

to exert the greatest amount of photophobia.(550) Furthermore, research studies administering painful 

stimuli to the face and chin, shown to activate the trigeminal nerves (see Figure 30), found that 

patients with migraine during the interictal period reported a decreased tolerance to light, post-

nociceptive stimulation, as compared to HC.(551–553) Photic stimulation also decreased trigeminal 

nociceptive thresholds in patients with migraine interictally as compared to HC.(553) These results, 

taken together would appear to indicate an exacerbated interaction between visual and trigeminal 

pathways in migraine.(41) 

 

 

Figure 30. A schematic representation of one of the candidate pathways thought to underlie photophobia, which has 

been highly related to migraine (on the left) and an anatomical representation of the trigeminal nerves (on the right). 

Specifically, light entering the eye undergoes transduction and travels from the retina, via the optic nerve, to 

posterior thalamic neurons. These thalamic neurons also receive nociceptive information from the dura mater, via 

the trigeminothalamic tract. Therefore, convergence of both photic and nociceptive signals occurs here. This 

information is transmitted further to areas of the cortex, in particular S1 and S2, related to nociception and the 

visual cortex, resulting in photocephalodynia and visual hypersensitivity. Reproduced from Goadsby (97) and 

Fillmore and Seifert.(554) 

 

Neuroimaging studies, using fMRI and PET, have yielded additional insights into sensory 

sensitivity in interictal migraine. First, heightened blood-oxygen-level-dependent (BOLD) responses 

in visually driven functional areas have been reported in response to visual stimuli in patients with 
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migraine, although some studies found the increase in the visual occipital cortex while others found 

it in associative cortical areas, or both [for a review see Table 1 of (545)]. Other areas that have been 

shown to have greater activation in patients with migraine interictally are the LGN and the middle 

temporal cortex, related to motion processing,(555,556) which may suggest that in patients with 

migraine, hypersensitivity may not necessarily be limited to the visual cortex. In fact, the LGN 

receives its inputs from the optic tract fibers and the occipital pole, thought to contain the primary 

visual cortex and association areas, as well as underlie visual processing.(557) This increased pattern 

of activation, specifically in MA, has been proposed to underlie visual aura, with the hypothesis that 

greater activation of these areas may lead to CSD.(558,559)  

1.5.1.1. Auditory sensitivity in migraine 

 

 Aside from visual hypersensitivity, patients also report auditory hypersensitivity and 

discomfort during the interictal phase.(538) In one study, results from the Large Analysis and Review 

of European housing and health Status (LARES) survey were used to assess the impact of common 

everyday noise sources on subjective annoyance and stress and the relationship to different illnesses, 

including migraine. They found that participants that reported severe or chronic annoyance in 

response to environmental noise were also at an increased risk of migraine.(560) Furthermore, and 

similarly to the visual domain, patients with migraine also report decreased auditory discomfort 

thresholds [(55,56,215,561) despite (263)] in response to auditory stimuli, indicating that at lower 

sound intensities, patients report the stimuli as more bothersome compared to HC. Importantly, this 

does not appear to be as a result of differences in hearing, given that auditory detection thresholds 

were not reported as being significantly different between patients and HC.(55,215) This does not 

however definitively clarify whether differences in sensitivity occur as a result of altered sensation 

(e.g., damage to receptors or pathways) or perception. In one study that we recently published, the 

role of protective behaviors (e.g., avoidance) were evaluated to see their impact on auditory 

discomfort thresholds in patients with migraine interictally and HC.(215) Three different 

psychophysical methods were used with different levels of predictability including the method of 

limits [adapted from (561)], the method of constant stimuli, and the adaptive method. The method of 

limits involves gradually incrementing the intensity of the delivered sound until the participant reports 

discomfort and is considered highly predictable,(562,563) which may be conducive to the use of 

protective behaviors to avoid higher intensity sounds. In migraine research, this method is the most 

commonly used to measure sound aversion thresholds.(55,56,263,561) The method of constant 

stimuli, on the other hand, consists of pseudorandom delivery of auditory stimuli at different and 

unpredictable intensities. Interestingly, the only study to utilize this method in patients with migraine, 
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did not find differences in auditory hypersensitivity between patients and HC.(564) Finally the 

adaptive method determines the resulting stimulus intensity on each trial based on the stimulus 

intensity and subsequent response of previous trials and is considered to be moderately predictable. 

The results of our study yielded lower discomfort thresholds using all three methods in patients 

compared to HC (see Figure 31), which would suggest that although avoidance behavior may have a 

modulatory effect on discomfort thresholds and should be considered in future studies, it does not 

appear to explain auditory hypersensitivity in patients with migraine.(215) 

 Given the significant literature on the topics of both visual and auditory hypersensitivity, it 

is important to delve deeper into the mechanisms, which might explain their occurrence. Some studies 

have suggested alterations in underlying cortical excitability or a habituation deficit as a potential 

mechanism to explain sensory hypersensitivity in interictal patients (565,565,566) however more 

research on this topic remains to be done. Furthermore, it remains unclear whether hypersensitivity 

occurs due to exogenous or endogenous, sensory or attentional impairments, for example through 

altered ‘filtering’ of incoming stimuli or difficulty disengaging. 

 

 

Figure 31. Discomfort thresholds are presented for each experimental method and for migraine patients and 

headache-free controls. Each symbol represents an individual data point (participant) with diamonds being used for 

the method of limits, circles for the method of constant stimuli, and triangles for the adaptive method. The filled 

symbols represent the mean and standard error of the mean for each condition. Reproduced from Ikumi et al.(215) 

 

1.5.2. Cortical excitability in migraine 

 

 Nowadays there is a strong push for migraine to be viewed as a disorder of altered brain 

excitability (see Figure 32).(567) This notion would actually date back to the discovery of the 

CSD,(568) although support for this theory comes from psychophysics, genetic studies, single-pulse, 

paired-pulse and repetitive pulse transcranial magnetic stimulation, transcranial direct current 

stimulation, and ERPs [for a review see: (101,569,570)]. Patients with migraine frequently report a 
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greater number of sensory illusions, perceptual alterations, and increased discomfort to both visual 

and auditory stimuli interictally, which some researchers have suggested may be a consequence of a 

hyperexcitable [visual or auditory] cortex.(566,571–575)  

Genetic evidence from familial hemiplegic migraine (FHM) would also provide support for 

theories of migraine as a disorder of altered brain excitability, although it is important to note that 

susceptibility loci relative to common migraine remain to be identified, likely due to its polygenic 

and multifactorial nature [see (576) for a review]. In particular, mutations of certain genes in different 

types of FHM have been related to increased brain excitability. In FHM type 1, P/Q calcium channel 

gene mutations have been related to increased excitatory neurotransmitter release (577) whereas in 

FHM type 2, alterations in sodium and potassium ATPase genes have been related to increased 

neuronal excitability.(578) Finally, in type 3, mutations in sodium channel genes, have been shown 

to underlie more frequent action potentials.(579) All of these would appear to support a general 

propensity for hyperexcitability, at least in FHM, although the relation to specific phases is unclear. 

Additionally, in terms of transcranial magnetic stimulation some studies have reported 

higher phosphene prevalence and lower phosphene thresholds interictally, neurophysiological 

correlates of hyperexcitability, in the primary visual cortex of patients with migraine [(580–584) 

despite (585,586)]. This proposed hyperexcitability has been primarily linked to the occipital 

cortex.(587) Nonetheless, MT phosphene measures have been subject to criticism with regard to their 

subjectivity and large amounts of heterogeneity,(588) which some researchers have related to patient 

heterogeneity and inadequate control of migraine phase, among other things. 

ERPs, on the other hand, may provide a more stable measure, particularly if elicited using 

the PR task, which is well-validated and highly recommended for use in clinical studies (see 

1.3.6.1.).(342) In electrophysiology, the amplitude of cortical EPs is thought to be closely related to 

changes in cortical excitability and in research studies on interictal migraine, abnormal (both hyper- 

and hypo-excitability) cortical excitability has been reported in patients as compared to HC, 

defined according to PR-VEP amplitude measures (increased or decreased respectively) [for a review 

see (101)]. Specifically, some studies reported attenuation of the typical PR-VEP components [N1, 

P1, N2] amplitudes (589–591) whereas others reported enhancement [(592–595) despite (596–600)]. 

Also, many studies using PR-VEPs to study cortical excitability in patients with migraine have used 

a peak-to-peak amplitude difference measure, such as N1-P1 and P1-N2 to avoid the distortion of 

later component amplitudes [e.g., P1] by earlier components [i.e., N1].(120) In this case, some studies 

once again reported a decreased peak-to-peak amplitude (601) whereas others reported an increase 

[(602–605) despite (606–609); for a review see (101)]. In both cases, these alterations have been 

proposed to underlie sensory hypersensitivities.(594)  
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Upon reviewing the body of literature related to PR tasks in migraine, 26 out of 60 studies 

reported alterations in early components of visual processing whereas 34 out of 60 did not (see 

Appendix 1 for a full summary of results). The results of all these studies would appear to yield two 

theories related to altered cortical excitability in migraine, which continue to be hotly debated. The 

first is a general theory of cortical hyperexcitability,(580,610,611) which could be due to either 

increased excitation (612) or decreased inhibition (581) [see (576), for review]. The second  is a 

theory of cortical hypoexcitability thought to be due to low preactivation levels of sensory cortices 

(101,581) resulting from either decreased serotonin uptake or thalamocortical dysrhythmia.(101) 

Finally, other researchers have proposed a general cortical dysexcitability due to the presence of 

deficient regulatory mechanisms (613–615) with some preferring to use the term ‘hyperresponsive’ 

to describe the alterations in cortical excitability found in patients with migraine. 

 

 

Figure 32. Schematic representation of migraine as a disorder of altered brain excitability. Specifically, migraine 

involves a dysregulation of the excitation/inhibition (E/I) balance. In familial hemiplegic migraine and potentially 

also migraine, repetitive glutamatergic neurotransmission may lead to impaired cortical circuits, which result in an 

E/I unbalance. This may lead to altered sensory processing as well as neuronal hyperactivity, which may underlie 

CSD and activation of the pain pathways leading to headache. It is also possible that subcortical areas are also 

impaired, although research is still unclear. Reproduced from Vecchia and Pietrobon.(576) 

1.5.3. Habituation and sensitization in migraine 

 

 Another reason why patients with migraine may experience altered sensory-attentional 

processing is due to impaired, internal adaptive mechanisms. Jean Schoenen and colleagues were the 

first to report a deficit of habituation in patients with migraine during the interictal period as compared 

to HC, using PR-VEPs.(341) Previous studies often used averaging across stimuli in an attempt to 



    

 

77 

 

study sensory alterations, which could hide underlying processes such as habituation and/or 

potentiation.(341) To control for this, Schoenen et al. separated the continuous PR-VEP recording 

into temporal blocks [n trials per block] and compared the peak-to-peak amplitudes of N1-P1 and P1-

N2 over blocks.(341) Normal habituation would suppose a decrement of these measures over time, 

however, in patients with migraine this expected decrease was not found and, in some cases, an 

increment of these components at later blocks was observed, indicating potentiation. In patients with 

migraine, a number of studies have confirmed this deficit of habituation interictally 

(101,341,606,607,616–621) [for a review see (622)] although this is not always the case 

(604,608,609,623–626) [see Appendix 2 for a literature review]. Some researchers have even termed 

this habituation deficit as the hallmark of interictal migraine (622) although this has been under 

some scrutiny.(625–628) Importantly, this lack of habituation appears to  be modulated by migraine 

phase, appearing interictally in patients with EM, but normalizing ictally [(347,617) see Figure 33 

and Figure 34].  

 

 

Figure 33. Habituation in patients with migraine as compared to healthy controls, accounting for phasic changes. 

Reproduced from Coppola et al.(9) 

 

 

Figure 34. A. Pattern-reversal visual evoked potentials (PR-VEPs) are shown for both a headache-free control, HC 

(A) and a patient with migraine, M (B). Note that each line represents a block from Block 1 (top) to Block 6 (bottom). 

A decrease over blocks can be observed for the HC but not for M where the first block amplitude is reduced (C). 

Finally, in D we can observe a negative correlation between VEP habituation and first block amplitude, suggested to 

indicate that habituation depends on cortical pre-activation levels. Reproduced from Coppola et al.(622) 
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 In Appendix 2, we assembled the results of 40 studies that assessed habituation in adults with 

EM and found that 30 reported a deficit of habituation in patients with migraine whereas 10 found 

normal habituation. However, considering the publication bias surrounding negative studies, which 

may erroneously inflate positive results, these numbers may not be entirely representative.(629) In an 

attempt to understand why some studies did not find differences in habituation, a number of aspects 

were studied. First, clear habituation in HC was only detected when using small check sizes,(604) 

which would suggest that smaller check sizes may be optimal to observe group differences in 

habituation, given that bigger check sizes might not elicit the anticipated response decrement. Also, 

standard analysis methods are lacking given that habituation has been studied using a variety of block 

ratios, linear regression slopes, least squares slopes and repeated measures ANOVAs among 

others.(630) This may make it difficult to generalize results and might explain certain discrepancies. 

Also, as a side note, many of these analysis methods ignore the middle blocks (i.e., only taking into 

account the first and last block measure), which may contain relevant information. Finally, not all of 

the previous studies on habituation adequately controlled for preventive treatments and the phase of 

headache around the time of the recording, which could bias results, particularly if habituation has 

been shown to vary in a phasic manner alongside cyclic migraine phase. Therefore, it is important to 

take these things into account prior to running a PR task on patients with migraine. 

 In the auditory modality, evidence for an interictal deficit of habituation of AEPs has also 

been reported.(631–633) Specifically, paradigms that study the intensity-dependence of auditory 

potentials (IDAP) have frequently been used and consist of presenting sounds [normally 1000 Hz 

tones of 50 ms duration] of increasing intensities [40, 50, 60, 70, 80 dB] to participants in randomized 

order. In patients with migraine, with the exception of one study,(609) the majority have found 

increased IDAPs when compared to headache-free controls over time, indicating a lack of habituation, 

and in some cases even potentiation.(606,617,631,632,634) Furthermore, in one study habituation 

was found to be inversely correlated to IDAP amplitudes, although this is not migraine-specific.(635) 

Once again, decreased cortical pre-activation levels were suggested to underlie altered 

habituation.(631) 

1.5.4. Attention in migraine 

 

 Some of the most frequently reported complaints from patients with migraine outside the ictal 

phase consist of attention-related deficits and trouble concentrating.(636) Moreover, self-report 

questionnaires have also suggested a potential relationship between attention difficulties and sensory 

hypersensitivities,(537) thus guiding future lines of research. The question remains: is migraine a 
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disorder of sensory processing or does the problem exist at the level of the attentional filter and the 

mechanisms that gate the entrance of information into the system for further processing? 

One of the ways to attempt to objectively quantify the subjective patient experience is through 

the use of neuropsychological tests, which have yielded somewhat conflicting results [for a review 

see (636)]. Some of the tests that have been used to study attention in patients with migraine are the 

Trail Making Test A and B (TMT-A and TMT-B),(637,638) the Digit Span test (DST),(639) 

Wechsler Adult Intelligent Scale Revised (WAIS-R) Digit Symbol subtest,(640) choice reaction time 

test,(641), Continuous Performance test (CPT),(642) Stroop test and Stroop Color Word 

test,(643,644) and the Attention Network Test (ANT).(645) The TMT-A requires participants to draw 

a line in numeric order between twenty-four numbered circles and is related to visual attention and 

processing speed whereas the TMT-B alternates between letters and numbers and requires the 

participant to switch between numeric and alphabetic order, being proposed to measure divided 

attention, set-shifting, and executive function.(646,647) The results from both TMT-A and TMT-B 

yielded poorer performance for patients with migraine,(648,649) although some studies did not find 

these reported group differences.(650–652) The DST Forward test, on the other hand, requires 

participants to repeat a series of digits back to the experimenter and is often considered a measure of 

simple attention.(653) In this test, some studies found a deficit in performance in patients with 

migraine (654) while others did not.(655) Next, the WAIS-R Digit Symbol subtest, linked to working 

memory, visuospatial processing, and attention consists of participants associating a number with a 

symbol, with one study reporting slower performance in patients with MA.(656) Choice reaction time 

tests, on the other hand, require participants to suppress responses to non-target stimuli while 

attempting to respond as quickly as possible to target stimuli.(657) Here, performance was found to 

be similar between patients and HC.(648) Finally, with regard to the CPT, associated with both 

selective and sustained attention, participants were required to respond to a target as quickly as 

possible when it appears on the screen while ignoring distractors, with no differences being 

reported.(658) The Stroop test consists of color words (e.g., red), which are presented to the 

participant in either the same color (red) or different color (e.g., blue) ink. The participant must name 

the color of the ink out loud. Given that reading is a highly automatic process, it can be quite difficult 

to name the ink color when the words do not match, an effect referred to as the Stroop effect.(643,644) 

This ability to suppress interfering information might be altered in migraine seeing as some studies 

reported differences between patients and HC (650,659) [despite (648,654)]. Finally, the ANT was 

used to study three separate attentional networks: orienting, alerting, and attentional executive 

function.(660) Significant differences were found in RTs related to executive function but not to 

alerting and orienting (654,661) as well as in RTs.(654) These results, coupled with previous 
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neuropsychological tests including the TMT-A, TMT-B, and DST may support a potential deficit in 

attentional executive function, (654,662) which has been related to conflict monitoring and 

resolution, attentional shifts, and cognitive flexibility, potentially indicating that patients with 

migraine interictally have a hard time suppressing irrelevant information and/or dealing with 

tasks that are more cognitively demanding. In fact, one meta-analysis on interictal deficits in patients 

with migraine found that patients may start to show attentional impairments interictally when tasks 

require more cognitive resources and have a greater processing demand.(663) Nonetheless, despite 

their frequent use in clinical studies (664) and the benefits they may provide such as shorter 

examination time and ease of administration, neuropsychological tests have some important caveats 

including an important lack of sensitivity and construct validity.(665–668) Therefore, experimental 

paradigms, particularly if coupled with electrophysiological measures, may provide a better 

alternative. 

In terms of behavioural tasks, specifically the Posner cueing paradigm, some studies found 

no differences between groups with regard to behavior [RTs (669,670)] whereas others, using a spatial 

orienting task based on the Posner paradigm found faster RTs and heightened orienting to sudden 

onset peripheral events in patients with migraine.(671) This final study was particularly interesting 

given that the authors carried out three separate experiments, two of which were control experiments 

to ascertain whether other factors might explain the heightened reflexive orienting found in the first. 

The second experiment allowed them to discard a more general increased attentional response 

whereas the third provided additional support that the aforementioned differences were not a result 

of attending to peripheral stimuli.(671) This last study has frequently been cited as preliminary 

evidence that patients with migraine have a decreased ability to attenuate behaviorally irrelevant 

stimuli interictally, which may be related to the reported lack of habituation and visual 

hypersensitivities. 

One task that has a high degree of efficacy in studying subcomponent processes related to 

attention and behavioral readjustments to environmental demands is the classic auditory oddball task 

[see 1.4.5.2 Oddball for an explanation of the task]. In patients with migraine interictally, in the 

auditory modality, the majority of studies did not find differences in the latencies (672–674) or 

amplitudes (673,674) of N1, P2 in response to standard and novel tones. However, in one study using 

a modified auditory oddball task, the N1 was separated into two subcomponents, one of, which 

[component III] appears when the interstimulus interval (ISI) is more than 4 s and is frequently termed 

the orienting component [appearing 100 – 120 ms post-stimulus and usually observed at F3, Fz, F4, 

and Cz electrodes].(127) This component was found to be increased to the first stimulus (always a 

standard) in patients with migraine as compared to HC, potentially indicating intensified orienting of 
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attention to unattended auditory stimuli.(675–677) In terms of the MMN amplitude, several studies 

reported a lack of group differences between patients with migraine and HC.(678,679) On the other 

hand, some studies found a reduced P3a (680) and/or a reduced P3b (673,681) in migraine, in 

response to target or deviant stimuli, although this is not always the case.(672,674,679) Results from 

active oddball paradigms would also appear to be in the direction of reduced P3b amplitudes in 

patients with migraine.(682) Finally, the RON was evaluated using a modified oddball paradigm 

(683) and was found to show an increased amplitude. These findings would suggest an impaired 

response to unexpected or unattended auditory stimuli. Furthermore, given that some studies reported 

alterations in response to standard stimuli (such as in the N1), this would suggest that patients display 

increased orienting towards environmental stimuli [see Figure 35].(671,683) This is consistent with 

theories suggesting that differences in sensory-attentional processing in patients with migraine can 

be attributed to signal-to-noise issues, in that patients struggle to focus on target stimuli in the 

presence of distractor noise.(570,588,684) Importantly, despite the advantages offered by time-

frequency measures, including providing additional insights about general, underlying processes and 

offering a more direct link to study potential alterations in thalamocortical activity, power or phase-

synchronization metrics have not been examined in auditory processing in migraine. 

 

 

Figure 35. The event-related potential (ERP) waveforms represent the grand average of the response to the first 

three stimuli (all standard; red, green, and blue, respectively). The black line represents the general response to 

standards. The results of both migraine patients (lines) and headache-free controls are shown. Notice the exacerbated 

N1 in response to the first stimulus in patients with migraine. Reproduced from Demarquay et al.(675) 

 

Visual oddball paradigms have seldom been used in migraine, however, some have found 

delayed latencies of N1 and N2 components in response to novel stimuli,(685) while others have 

reported increased N2 and P3 amplitudes in response to deviant stimuli.(686) Once again, this would 

provide support for the notion that migraine patients showcase difficulties in processing irrelevant 
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stimuli.(671) In general, the evidence would tentatively support abnormal processing and trouble 

suppressing irrelevant and/or infrequent stimuli (654,671) with increased attentional orienting 

to sudden-onset stimuli.(671) 

Although only a small number of neuroimaging studies have assessed networks related to 

attention, Mickleborough et al. assessed patients during the performance of a visual spatial-orienting 

task as compared to controls.(670) They found decreased activation of the right temporal-parietal 

junction, part of the ventral fronto-parietal network, which has been suggested to respond to task-

relevant stimuli, occurring at unattended locations (387) as well as disengaging and re-orienting 

attention. This may provide additional support to the proposed theories that patients have trouble 

processing, selecting, and responding to stimuli in unattended space.  

1.5.5. The role of endogenous and exogenous processes in migraine 

 

 One of the, as of yet, unresolved questions with regard to sensory-attentional alterations in 

patients with migraine interictally, is whether impairments occur as a result of exogenous, stimulus-

driven mechanisms or endogenous, top-down ones.(683) Results from the literature would appear to 

support impaired exogenous processing, as seen in the results from PR and oddball paradigms as well 

as studies using flash stimulation. In particular, components such as the visual N1, P1, and P1-N1 as 

well as the auditory N1, P2 tend to be exogenous in nature and in some studies were found to be 

altered in terms of amplitudes and/or latencies.(594,604,675–677) Additional support for impaired 

exogenous processing can also be pulled from SSEP studies. In particular, patients with migraine 

have been found to show increased photic driving or the “H response”.(687) However, many ERP 

components that tend to be exogenous also show some level of modulation by top-down factors. 

Furthermore, the nature of the EEG waveform makes it difficult to dissociate evoked activity from 

the underlying endogenous processes. Therefore, it remains difficult to ascertain whether impairments 

occur due to alterations in bottom-up exogenous or top-down endogenous mechanisms, or both.  

 In recent years, there has been growing interest in top-down processes in migraine. Some 

tentative evidence for endogenous dysfunction comes from the results of studies examining later 

latency components, which tend to be endogenous such as the contingent negative variation (CNV) 

and the P300, which have been found to display abnormal amplitudes and latencies.(672,674) In one 

study, endogenous top-down mechanisms were explored using a visual attention task,(671) following 

the finding that visual alterations in migraine are often related to the extrastriate visual cortex (688–

690), linked to top-down modulations of sensory excitability.(691,692) This study found a late phase 

effect of lateral-occipital P1 at the parafovea and an increased amplitude of N1 for unattended stimuli 

at the fovea in patients with migraine. HC also showed an early phase effect of P1, therefore a lack 
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of this finding in migraine was suggested to represent decreased suppression of unattended stimuli 

interictally. The N1 results on the other hand, might be linked to altered discrimination of visual 

stimuli, which may actually lead to enhanced performance. In this study, the authors suggested that 

top-down processes may be altered in interictal migraine although they may not necessarily have a 

negative impact on performance. Migraine has also been frequently referred to as a disorder of 

impaired inhibitory control (581,693,694), which would align with one of the main functions of 

top-down processing, to filter out irrelevant stimuli through the use of inhibitory mechanisms. 

Increased synchronization of the endogenous alpha-band to repetitive stimuli has also been 

reported,(695,696) which may be related to altered thalamocortical gating.(238,697) This event-

related synchronization has also been shown to persist for longer in patients with migraine, alongside 

a lower de-locking index to deviant stimuli,(698) which would, again, support the notion that patients 

struggle to shift attention away from irrelevant stimuli, a top-down function. Increased alpha has 

frequently been reported in migraine,(699,700) which is important given alpha’s role in filtering 

sensory information.(701) These findings would suggest that endogenous alpha may be abnormal in 

migraine, suggesting that this frequency band may be the ideal candidate if looking to study bottom-

up and top-down mechanisms. 

 Importantly, due to the type of paradigms used in migraine literature, it remains unclear 

whether sensory-attentional alterations occur as a result of impaired exogenous or endogenous 

mechanisms. In particular, since the majority of studies did not separate endogenous activity from the 

influence of evoked responses, conclusions remain tentative, leading to the interest of this research 

thesis. To the best of our knowledge, no studies in migraine have managed to definitively isolate top-

down endogenous processes from exogenous influence.  

 

 

1.5. KEY MESSAGES 

 

1. Sensory alterations, including visual and auditory hypersensitivity have frequently been reported in 

the interictal phase of EM. 

2. These sensory alterations have been proposed to be linked to differences in cortical excitability and a 

lack of habituation in patients with migraine interictally. In fact, migraine has been proposed to be a 

disorder of altered brain excitability although it remains unclear whether this occurs as a result of hypo- 

or hyperexcitability. 

3. Patients also frequently report attentional difficulties. 

4. Finally, it remains unclear whether the alterations in patients with EM interictally occur as a result of 

altered bottom-up, exogenous or top-down, endogenous mechanisms. 
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2. HYPOTHESES 
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 As can be seen in the vast literature on sensory-attentional processing in EM interictally, 

many aspects remain to be elucidated. The use of neurophysiological correlates permits us to better 

study the temporal stages of sensory-attentional processing while also investigating more general 

underlying processes through the use of fine-grained measures such as ERPs and time-frequency 

measures, which better capture individual differences. In this PhD thesis, we wanted to better 

understand the nature of sensory-attentional processing in EM interictally using neurophysiological 

correlates (see Table 6 for a comprehensive breakdown of the research studies, techniques, sensory-

attentional processes, and hypotheses of this PhD thesis). 

 

 To begin and given that previous research studies did not effectively isolate the exogenous 

and endogenous mechanisms of sensory-attentional processing in migraine, we wanted to design a 

paradigm, that would allow us to better study these processes [Research Study 1: The influence of 

temporal unpredictability on the electrophysiological mechanisms of neural entrainment]. We 

focused on neural entrainment and modified a pre-existing task,(484) reducing temporal 

predictability, checking that the resulting neural entrainment met the requirements for neural 

entrainment in the narrow sense (482,491) to ensure that the task was suitable for comparing 

headache-free controls and patients with EM. Additionally, we checked that this task would permit 

us to assess exogenous processing while also obtaining an uncontaminated measure of endogenous 

neural activity, free of evoked [exogenous] influence on target-absent trials.(465,702) We 

hypothesized that in Research Study 1 if the conditions for neural entrainment in the narrow 

sense are met, then alignment between the internal oscillators and external rhythms should 

persist providing an uncontaminated measure of endogenous neural activity on target-absent 

trials, despite reduced temporal predictability.  

 

 Next, given the advantages provided by neural entrainment to assess both exogenous and 

endogenous mechanisms of sensory-attentional processing, we decided to administer this task to 

patients with EM, interictally [Research Study 2: Neural entrainment of alpha-band oscillations in 

patients with migraine]. Exogenous mechanisms have been proposed to be altered in migraine 

(101,341,687) with some evidence for potential alterations in the endogenous 

system.(101,673,696,698) Nonetheless, these results are speculative given the continuous nature of 

the waveform and the fact that many electrophysiological activities overlap with each other or result 

from the sum of underlying components.(120) Therefore, neural entrainment provides the necessary 

tool to study exogenous and endogenous mechanisms of sensory-attentional processing in patients 

with migraine. Furthermore, we specifically entrained alpha band oscillations, given that alterations 

in this frequency range have previously been reported in EM, interictally.(695,696) We hypothesized 
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that in Research Study 2 patients with migraine would entrain less, indicated by less alignment 

of alpha oscillatory activity with the entraining signal as compared to headache-free controls, 

thus indicating altered endogenous processing while also showing an incremented response to 

the entrainers, indicative of altered exogenous processing. 

 

The results of Research Studies 1 and 2 should permit us to design a neural entrainment task to 

study exogenous and endogenous mechanisms of sensory-attentional processing and then apply it to 

patients with interictal episodic migraine. 

 

 The following research studies [3 and 4] were planned to assess whether the sensory-

attentional alterations reported in the literature, were an accurate representation of the impairments 

reported by patients with EM, interictally. First, a PR task was used to study the neurophysiological 

correlates of exogenous, visual processing in patients with EM in the interictal phase. To accomplish 

this, we carried out two experiments with two distinct samples of patients with EM and a similar PR 

task, used to evaluate the same processes in both [Research Study 3: Exploring sensory sensitivity, 

cortical excitability, and habituation using the pattern-reversal task across the episodic migraine 

spectrum: A case-control study]. In particular, we wanted to check whether patients with EM in the 

interictal phase reported altered sensory sensitivity using a perceptual measure (the SPQ) and then 

examine, using PR-VEPs, cortical excitability and habituation measures, related to exogenous 

processing of visual stimuli. In this modality, sensory hypersensitivity, abnormal cortical excitability, 

and a deficit of habituation have frequently been reported [(55,101,341,703) despite (623,625)]. 

Therefore, for Research Study 3, we hypothesized, that patients with EM in the interictal phase 

should report impaired exogenous sensory processing; specifically visual hypersensitivity, 

altered cortical excitability, and a lack of habituation. 

 

 Finally, and given negative results in the visual modality, we turned to the auditory modality, 

and studied, with an active auditory oddball task, whether the neurophysiological correlates of 

exogenous and endogenous, sensory-attentional processing are altered in patients with migraine, 

interictally as compared to HC [Research Study 4: Neurophysiological correlates of abnormal 

auditory processing in episodic migraine during the interictal period]. The concepts of sensory 

sensitivity, cortical excitability, habituation, attentional orienting, and processing of repetitive stimuli 

were analyzed. However, this time we added the use of power and phase synchronization measures, 

which have not been used to study auditory processing in oddball tasks in the migraine literature, 

previously. Past ERP studies on interictal, EM compared to HC reported hypersensitivity, increased 

cortical excitability, and a lack of habituation.(101,215,263,635,704) Consequently, we 



    

 

89 

 

hypothesized that in Research Study 4 patients with migraine should present auditory 

hypersensitivity, increased cortical excitability, and a lack of habituation in both ERPs and 

time-frequency related measures.  

 

The results of both Research Studies 3 and 4 should provide some clarity as to the nature of the 

neurophysiological correlates of sensory-attentional processing in interictal episodic migraine. 

 

Table 6. Research paradigms and sensory-attentional processes that will be studied in this research thesis. 

Research 

paradigm 
Analyses 

Sensory-attentional 

processes and 

mechanisms studied 

Hypotheses 

Cued visual 

detection task 

with bilateral 

entrainment 

Time-

frequency 

Phase 

alignment 

Visual processing 

visual detection 

selective attention 

(spatial and temporal) 

neural synchronization 

(photic driving, neural 

entrainment) 

[i] Alignment between the internal oscillators 

and external rhythms should persist providing 

an uncontaminated measure of endogenous 

neural activity on target-absent trials 

 

[ii] Altered exogenous and endogenous 

sensory-attentional processing; specifically, 

incremented response to the entrainers, and less 

entrainment shown by a decreased alignment of 

alpha with the driving signal, in patients with 

EM interictally as compared to headache-free 

controls 

Pattern-Reversal 

+ SPQ 

ERPs 

SPQ scores 

Visual processing  

visual sensitivity 

cortical excitability 

habituation 

[iii] Impaired exogenous sensory processing; 

specifically visual hypersensitivity, altered 

cortical excitability, and a lack of habituation in 

patients with EM interictally as compared to 

headache-free controls 

Oddball 

ERPs 

Time-

frequency 

Auditory processing 

target detection 

saliency processing 

novelty processing 

attentional orienting 

[iv] Impaired exogenous and endogenous 

sensory-attentional processing; specifically 

auditory hypersensitivity, increased cortical 

excitability, and a lack of habituation in both 

ERPs and time-frequency related measures in 

patients with EM as compared to headache-free 

controls 
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3. OBJECTIVES 

 

 

 

 

 

 

 

 



    

 

92 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



    

 

93 

 

 

 

 

 

 

 

 

Main objective (MO): 

MO1. To study the neurophysiological correlates of sensory-attentional processing in episodic 

migraine during the interictal period 

 

 

Secondary objectives (SO): 

SO1. To develop a task to study the exogenous and endogenous mechanisms of sensory-

attentional processing 

 

SO2. To study the exogenous and endogenous mechanisms of sensory-attentional processing in 

patients with episodic migraine in the interictal phase, using a neural entrainment task and time-

frequency analyses 

 

SO3. To assess the exogenous mechanisms of visual sensory processing in patients with episodic 

migraine in the interictal phase, using the pattern-reversal task and event-related potentials 

 

SO4. To investigate the exogenous and endogenous mechanisms of auditory sensory-attentional 

processing in patients with episodic migraine in the interictal phase, using an active oddball task 

and event-related potentials as well as time-frequency analyses 
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4. METHODS 
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 The focus of this thesis was to study sensory-attentional processing in patients with EM 

interictally as compared to headache-free controls. To accomplish the main and secondary objectives, 

four different studies were carried out. All studies administered a battery of questionnaires and EEG 

recordings alongside computer-based tasks. The research studies were approved by the Clinical 

Research Ethics Committee at the Vall d’Hebron University Hospital and all participants provided 

their informed written consent, prior to participating. Furthermore, data was collected using coded 

databases in accordance with the Personal Data Protection Law. 

 In the studies that recruited patients with migraine, headache diaries were assigned to both 

patients and controls to determine a baseline headache frequency and provide information relative to 

migraine phase during the experimental session. For the purposes of this PhD thesis, the student 

created a digital, headache diary (eDiary) based on ICHD-3 criteria (6) and a set of seven criteria 

proposed by Hundert et al.(705) The eDiary was hosted using research electronic data capture 

(REDCap) tools, at the Vall d’Hebron Institute of Research (VHIR) and a daily, automatic reminder 

system was set up, consisting of an e-mail sent to the participant every evening at the same time, to 

improve adherence. Participants were instructed to fill out the eDiary every day at the same time, to 

respond keeping in mind the last 24 hours, and to be as honest and accurate as possible. The eDiary 

collected information about the presence of headache and its characteristics including intensity, 

duration, accompanying symptoms, and acute medication as well as additional information about 

menstruation, sleep-wake cycle, and medication use. Some key points to note [following Hundert et 

al. (705)] are that the headache diary:  

 

[1] was created with the help of neurologists and a headache nurse specialist who 

provided their clinical and headache specialist expertise, 

 

[2] has undergone testing over a period of four years [2018-now], to ensure that it is 

a reliable method of data collection, with updates being made according to patient 

and neurologist/specialist nurse feedback, 

 

[3] measures clinically relevant headache variables, according to ICHD-3 criteria,(6) 

and feedback from the Headache Unit’s neurologists and headache nurse specialist, 

 

[4] is considered a usable and well-functioning measurement tool,  

 

[5] includes customizable answer options,  
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[6] uses branching logic and a variety of linking options for multiple variables,  

 

[7] permits data to be exported outside of the software (RedCAP) for analysis 

purposes.  

 

Furthermore, our eDiary collects information even on days where no headache has occurred, 

which many eDiaries and headache diary apps do not do.(705) Also, all of the control participants in 

our research studies, had to fill out a headache diary for at least 30 days prior, during, and 24 hours 

after the experimental session, similarly to those who were classified as patients. We added this extra 

screening because control participants may sometimes downplay headaches, which after careful 

screening may discard them as headache-free participants. In fact, in one study over 30% of control 

participants needed to be excluded due to multiple headache days post-baseline screening, with the 

authors emphasizing the importance of careful screening to avoid introducing bias into the sample, 

which may reduce the odds of finding between-group differences.(10)  

Some of the results of this research thesis have already been published in scientific journals 

(see Appendix 3 and 4). The remaining studies have been presented at scientific conferences as oral 

communications and posters and are currently being prepared for submission for publication. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



    

 

99 

 

4.1. Developing a task to study the exogenous and endogenous mechanisms of sensory-

attentional processing 

 

 Secondary objective 1 of this research thesis was to design a paradigm that would allow us 

to study the exogenous and endogenous mechanisms of sensory-attentional processing [Research 

Study 1: The influence of temporal unpredictability on the electrophysiological mechanisms of neural 

entrainment] (Appendix 3). The methodological aspects will be discussed upon continuation. 

 

Participants 

 36 young adults (all females, 21.69±2.06 years old, range: 18-28 years) were recruited to 

participate in this study. All participants were right-handed and had normal or corrected-to-normal 

vision and hearing. General exclusion criteria included: known morphological brain abnormalities, 

severe neurological or psychiatric illness, chronic pain conditions, the use of pharmaceutical or non-

pharmaceutical drugs that may alter the EEG waveform, and pregnancy. The data obtained for use in 

this study was part of a prospective case-control research study on migraine [Research Study 2] and 

was taken from the control group. Aside from the EEG recording, participants also completed the 

Adult Attention Deficit Hyperactive Disorder Self-Report Scale (ASRS) (706) and the Beck 

Depression Inventory-II (BDI-II).(707) This research study was approved by the Ethics Board at the 

Vall d'Hebron Hospital (PR(AG) 376/ 2017) and all participants provided written, informed consent 

prior to participating. Upon completion, each participant received 25 euros as compensation. 

 

Procedure and paradigm 

 The experimental session consisted of: [i] completing a series of psychiatric and experimental 

session questionnaires, [ii] a 5-min resting state recording, which permitted participants to adapt to 

the dim lighting, and [iii] a neural entrainment task with EEG. Information related to the psychiatric 

questionnaires can be found in the section above [Participants], whereas the experimental session 

questionnaire simply collected information relative to menstruation, sleep quality, pain, and 

medication at the time of the recording. The EEG recording was performed inside a chamber with 

acoustic and electromagnetic attenuation and participants sat 0.75 m away from the screen. 

 The neural entrainment paradigm was based on the one by Kizuk and Mathewson,(484) 

which consisted of a cued, visual detection task with bilateral entrainment (see Figure 36 A). 

Attention on target-present and target-absent trials was evaluated accordingly. MATLAB R2017a 

(The Mathworks Inc., 2017) and Psychophysics Toolbox Version 3.0.13 (708,709) software and 

custom-made scripts were used to program and present the stimuli on a Sony Multiscan G520 Color 

Monitor CRT screen (1024 x 768 resolution, 120 Hz refresh rate, 21 cd/m2 background luminance).  
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 Throughout the entire neural entrainment task, a black, central fixation cross (height, width: 

0.5°) was present on the screen and participants were instructed to maintain their eyes on the cross, 

to reduce ocular artifacts and to ensure they were orienting attention covertly. At the beginning of 

each trial, a black directional arrow cue (isosceles triangle, height: 1°, width: 0.5°) appeared over the 

fixation cross (5.26° to the north) for 200 ms. After the offset of the cue, a 675 ms fixation period 

occurred. Next, a stream of synchronous, bilateral entrainers in the shape of annuli (30.47% gray, 7.3 

cd/m2 luminance, 2.25° external annulus diameter, 1.25° internal annulus diameter) appeared on the 

screen 1.13° above and 4.1° to either the right or the left of the fixation cross. The number of entrainers 

was variable [8-12], remaining equiprobable within each block and balanced across conditions. This 

was done to reduce inherent task predictability. The rate of presentation was set at 12 Hz and the 

duration of each entrainer was 8.33 ms (equal duration on both sides of the screen) followed by a 

blank interval of 75 ms (thus ensuring 83.33 ms periods, or a 12 Hz rhythm). After the offset of the 

last entrainer, a target was presented on the screen on 70% of trials (28 per cued side and 14 per 

stimulus-onset asynchrony or SOA). The target had a similar appearance to the entrainers, consisting 

of two bilateral annuli with the same positions and dimensions, however one of the annuli contained 

a Gabor patch with a spatial frequency of 1.68 cycles/pixel (90° orientation, 2.98 pixels sigma, 0 

cycles phase). The contrast of the Gabor patch was set according to an individual detection threshold 

[see Individual detection threshold below for more information]. The remaining 30% of trials 

consisted of target-absent trials, where neither the target annuli nor the Gabor patch were shown (12 

per cued side and 6 per SOA). As soon as the target appeared on the screen on target-present trials, 

participants were instructed to respond, indicating the target location with either the z (left side) or m 

(right side) keys with their left and right index fingers, respectively. If no target appeared (target-

absent trials), participants were told to refrain from responding. Participants had 800 ms to respond 

and were told to do so as quickly as possible while maintaining accuracy. Furthermore, they were 

told to remain conservative and avoid guessing in the case of uncertainty. Lastly, the inter-trial 

interval randomly varied between 500 ms and 700 ms. Importantly, target-present trials could either 

be validly cued, meaning that the target appeared at the location previously indicated by the cue (valid 

trials, ~71%) or invalidly cued, indicating that the target appeared at the location opposite the one 

indicated by the cue (invalid trials, ~29%). Furthermore, targets could appear at one of four SOAs, 

two anti-phase with the previous entrainers (41.66 ms and 125.00 ms) and two in-phase with the 

entrainers (83.33 ms and 166.66 ms). Therefore, four main conditions were obtained: spatially valid 

anti-phase, spatially valid in-phase, spatially invalid anti-phase, and spatially invalid in-phase.  

 The entire task lasted ~ 40 minutes and was subdivided into nine blocks of 80 trials. 

Participants were allowed to rest between blocks and received a training task prior to starting the 
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experiment, which consisted of 12 easy to detect trials (90% Gabor contrast, three per condition, 

random presentation) with the same structure as the main task. Upon completing the training, the 

individual detection threshold was calculated and then participants went on to do the main task. The 

entire session lasted approximately 3 hours including preparation and clean-up. 

 

 

Figure 36. Schematic illustration of a single trial (A) and the time windows used for the neural entrainment task (B). 

A. Representation of a single trial of the cued, visual detection paradigm with bilateral entrainment. Participants 

had to fixate on the central fixation cross at all times. Each trial began with the presentation of a directional cue 

arrow indicating either right or left. After a delay, a series of bilateral, synchronous entrainers (annulus shape) were 

presented. The sequence of entrainers was variable in length [8-12] and interspersed with fixed inter-stimulus 

intervals. The inter-stimulus interval between the offset of the last entrainer and target consisted of four different 

options. Two targets appeared in-phase and two anti-phase with the rhythmic entrainers. Targets appeared on 70% 

of trials and could occur at spatially valid (gray) or invalid (black) locations and looked similar to the entrainers but 

with one of the annuli containing a Gabor patch, whose contrast was determined according to a 60% detection 

threshold obtained prior to the experiment using a single-interval adjustment matrix. On 30% of trials, no target, 

annuli, or Gabor patch appeared (target-absent trials). Participants were told to respond using the appropriate 

response keys or withhold their response if no target was present. B. Schematic illustration of the time windows used 

for each of the analyses. For clarity, entrainer stream length was fixed at 12 entrainers and target-locked analyses 

were fixed to the first anti-phase target onset. The first analyses used cue-locked data and the following time windows. 

[i] ERP/SSVEP analyses, time window: -200 ms to 1542 ms (baseline: -200 ms to 0 ms). [ii] Inter-trial coherence 

(ITC) analyses, same as [i] but no baseline and over the time window of interest from 875 ms to 1458 ms to assess the 

activity over entrainers 1 to 8. [iii] Power analyses to explore individual alpha frequency (IAF) and lateralized alpha 

activity over a time window from 0 ms to 1542 ms (no baseline). Spectral power for the IAF and time-frequency 

lateralization index was obtained between 375 ms and 875 ms. Also, [iv] for the spectral cross-coherence analyses a 

time window was selected from the onset of the first entrainer to the offset of the last entrainer plus one half cycle 

(+42 ms), corresponding to the onset of the first anti-phase target. The time window was of variable length depending 

on the number of entrainers. The next analysis was carried out using entrainer-locked data, with the last entrainer 

to which activity was locked varying between 8 and 12 depending on the trial. [v] ITC analyses over the time window 

between -600 ms and 600 ms (no baseline). The final set of analyses used target-locked (target-present or target-

absent data), along with their time windows. [vi] ERP analyses, as a function of relative phase (anti-phase/in-phase) 

on target-present and target-absent trials, time window: -200 ms to 250 ms (baseline: -200 ms to 90 ms). [vii] 12 Hz 

phase at target onset. Here data were separately time-locked to target onset times (target-present) or when targets 

were expected to occur (target-absent) and divided as a function of relative phase (anti-phase or in-phase). Finally, 

[viii] to examine phase alignment post-entrainer offset. This analysis only used target-absent correct trials and looked 

at a time window from 41.5 ms to 250 ms with respect to the last entrainer, or the equivalent of three cycles of possible 

target onset times (one cycle was equal to one anti-phase and consecutive in-phase). 

 

Individual detection threshold 

 To obtain the contrast for the Gabor patch of the target, a single-interval adjustment matrix 

(SIAM) (710) was used to find each participant’s 60% detection threshold. Using a modified version 
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of the neural entrainment task, with a fixed number of entrainers [10] and only spatially valid, in-

phase targets, participants were instructed to respond to targets and refrain from responding if no 

target was present. In the event of a correct response (hit), the contrast of the Gabor patch on the 

target stimulus was reduced on the next trial, as a function of the step size. If their response was 

incorrect (miss or false alarm) the contrast was increased according to the step size on the next trial. 

A pre-determined adjustment matrix was used to determine the contrast value on the next trial 

according to the increase/decrease determined by the step size and number of reversals. In this 

experiment, the step size was set at 0.01 and multiplied by four for the first and second reversal (step 

size of 0.04), by two for the third reversal (step size of 0.03), and finally by one (step size of 0.01) for 

the remainder of the reversals. Once twelve reversals were reached, the individual detection procedure 

was over. To obtain the final mean threshold, the last four reversals were averaged together. 

Importantly, a separate threshold was obtained for each side (right and left).  

 

EEG recording 

 Continuous, digitized EEG recordings (500 Hz sampling rate, no online filters) were obtained 

through a BrainAmp Standard (001 10/2008) amplifier, connected to an actiCHamp Control Box 

(Brain Products). Electrodes were placed at standard positions and data from 64 active electrodes (10-

10 system) was obtained. The ground electrode was positioned at AFz, and an online reference 

electrode was placed on the nose. Four external electrodes consisting of the left and right mastoids as 

well as the vertical and horizontal electrooculograms were also used. Impedances were set at 10 kΩ 

for the duration of the experiment. 

 

Analyses 

 This research study consisted of a within-subjects design. Each participant completed one 

experimental session.  

 

Hazard rate 

 The Hazard rate (HR) was calculated for each target time and served as an objective 

comparison index of task predictability between this research study and that of Kizuk and 

Mathewson.(484) To obtain the HR, the probability that a target will occur at time t was divided by 

the probability that the target has not yet occurred:(711)  

 

ℎ (𝑡) =
𝑓 (𝑡)

[1 − 𝐹(𝑡)]
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In this formula, f(t) represents the probability distribution of target times whereas F(t) refers to the 

cumulative probability distribution. Due to the variable number of entrainers as well as the four 

different target SOAs, our study contained 12 different time windows, ranging from 625 ms to 1083 

ms, from the offset of the first entrainer to the target onset. 

 

Behavioral analyses 

 To explore the effect of spatial validity and relative phase, both hit rates and RTs were 

obtained for spatially valid and invalid conditions as well as for each of the four target SOAs (see 

Figure 37). If the RT on any trial was less than or equal to 100 ms or greater than three standard 

deviations (SDs) above the participant’s mean RT for the condition (valid/invalid SOA pairing), the 

trial was excluded (1.17±1.00% of total trials, range: 0-3.04%) and not considered for subsequent 

analyses. SOAs were collapsed into anti-phase and in-phase conditions. Next, a repeated measures 

analysis of variance (rmANOVA) was conducted on both hit rates and RTs using a 2 (spatial validity: 

valid, invalid) x 2 (relative phase: anti-phase, in-phase) design. Both spatial validity and relative phase 

were within-subject factors. If necessary, post hoc t-tests were conducted. Also, the Greenhouse-

Geisser epsilon correction was used to correct any violations of sphericity and better estimate 

epsilon,(712) of adjusted p values (padj). To obtain the effect size of both t-tests and rmANOVAs, 

Cohen’s d and f statistics were calculated.(713) Furthermore, the Bayes factor (BF10) was obtained 

for the rmANOVAs using JASP software [null model (714–716)] to determine whether the data 

provided evidence for the alternative model (H1) as compared to the null model (H0). Both spatial 

validity and relative phase as well as their interaction were included in the model. Finally, to 

determine whether participants held a response bias (more to less conservative), the response 

criterion, or the mean of the z-score of the hit rate and the z-score of the false alarm rate (717) was 

calculated. 

 

EEG pre-processing 

 To perform the EEG data analyses, EEGLAB 13.5.4b,(718) ERPLAB 7.0.0,(719) and 

FieldTrip version 20,161,103 (720) toolboxes, running on MATLAB R2017a (The Mathworks Inc., 

2017), were used alongside custom MATLAB R2017a scripts. The mean activity of the left and right 

mastoid was used to re-reference the EEG activity, offline. Next, a 50 Hz notch filter (type: Parks-

McClellan, padding factor 2, smoothing factor 50, sliding window length 4, sliding window step 1, 

order 180) was applied offline to each recording. No further pre-processing was done for phase 

analyses. For ERPs, however, an offline band-pass filter (Hamming windowed sinc finite impulse 

response (FIR), zero-phase) was applied from 0.1 (high-pass: 0.1 Hz frequency, 16501 order, -6 dB 
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cutoff) to 40 Hz (low-pass: 40 Hz frequency, 167 order, -6 dB cutoff). For ITC, phase, and power 

analyses no filters were used. 

 

EEG analyses 

 A detailed description and visual representation of EEG analyses and their corresponding 

time windows can be found in Figure 36 B. Importantly, five different time windows centered on 

different trial events were used to analyze the EEG activity. [i] Cue-locked analyses centered on the 

cue (-200 ms to 1542 ms) and consisting of ERPs, power, time-resolved ITC, and the power spectrum 

to obtain the IAF. [ii] A cross-coherence analysis used to examine the EEG activity from first 

entrainer onset to last entrainer offset plus one half-cycle (42 ms). [iii] Entrainer-locked analyses 

centered on the last entrainer (-600 ms to 600 ms), which included the ITC. [iv] Target-locked 

analyses centered on the target (-200 ms to 250 ms), which examined ERPs and phase alignment to 

the times where targets appeared (target-present trials) or were expected to appear (target-absent 

trials). [v] Persistence of entrainment post-entrainer offset over three cycles of possible target onset 

times (41.5 ms to 250 ms, centered on the last entrainer). More details about the respective analyses 

can be found in the following sections. Furthermore, to best assess endogenous activity and ensure 

that participants were attending to the task, only correct trials (hits or correct rejections) were 

examined. To ensure an unbiased estimation of the ITC, a minimum of 50 clean, artifact-free trials 

were required for each condition.(721) ITC, phase alignment, and power analyses were also re-

epoched with an additional 2000 ms at each end to avoid edge artifacts. To ensure that trials were 

void of ocular and muscular artifacts, a visual inspection was carried out on concatenated data, 

specifically cue-locked, entrainer-locked, and target-locked data. Finally, to replicate the results of 

Kizuk and Mathewson (484) all of the analyses, with the exception of the lateralized alpha activity, 

were done using the Pz electrode and additionally repeated at the Oz electrode, where the maximum 

activity was observed in our research study. 

 

IAF estimation 

 Cue-locked epochs were used to obtain the IAF, a metric of endogenous activity pre-stimulus 

[pre-entrainer]. A Hanning window Short Time Fourier Transform (STFT) was used to extract the 

power spectrum (4-30 Hz, 0.1 Hz step size, zero-padded to 10 s). A time window between 375 and 

875 ms post-cue was selected to omit activity, which may be related to the processing of the cue. 

Furthermore, the length of the time window was selected to have enough cycles to estimate the 

frequency of interest. In this research study, the power spectrum was averaged across the electrodes 

of interest, which consisted of PO3, POz, PO4, PO7, PO8, O1, Oz, and O2. A 1/fα curve was fitted to 
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the power spectrum to estimate the background noise.(722,723) Finally, the IAF peak was calculated 

over a 5-15 Hz window.  

 

Event-related potentials 

 ERPs were extracted for both cue-locked and target-locked analyses. For cue-locked 

analyses, ERPs and SSVEPs were obtained over a time window from -200 ms to 1542 ms (baseline 

-200 ms to 0 ms) and collapsed as a function of target-present/target-absent condition given that the 

time window did not reach this far. Target-locked ERPs (time window: -200 ms to 250 ms, baseline 

-200 ms to 0 ms) however, were obtained both as a function of relative phase and target-

present/target-absent condition. 

 

Inter-trial coherence 

 The following analyses were carried out to assess both exogenous and endogenous 

mechanisms of neural entrainment and to ensure that the entrained activity persisted from the onset 

of the first entrainer to the offset of the last entrainer and into the target period on both target-present 

and target-absent trials. To assess this, both cue-locked and last entrainer-locked activity was 

examined. Frequency-domain multiplication, where the Fourier-derived spectrum was multiplied by 

a complex Morlet wavelet spectrum with a variable number of cycles (4-10 in logarithmic steps, 

wavelet time -2 to 2 s), was used to convolute single-trial EEG epochs and obtain the inverse Fourier 

transform. Separate time series of complex wavelet coefficients, containing both a real and imaginary 

component, were obtained for each frequency (linear increase of 1 to 40 Hz, 1 Hz steps) and used to 

extract the ITC (724) for each trial, time point, frequency, and participant. ITC values range from 0 

(randomly distributed) to 1 (perfectly aligned) and serve as a metric of phase consistency across 

trials.(725) For cue-locked epochs (-2200 ms to 3542 ms, time window of interest: -200 ms to 1542 

ms), trials were collapsed across target-present and target-absent conditions. Only correct trials were 

analyzed. For entrainer-locked epochs (-2600 ms to 2600 ms, window of interest: -600 ms to 600 ms), 

on the other hand, ITC was collapsed across relative phase but separately obtained for both target-

present and target-absent conditions. ITC analyses did not use a baseline. 

 Next, a Montecarlo permutation test (726) was employed to determine whether EEG activity 

remained significantly concentrated throughout the entrainer stream, specifically with regard to cue-

locked data from the onset of the first entrainer to the offset of the eighth entrainer (time window of 

interest: 875 ms to 1458 ms). For each participant and both Pz and Oz electrodes we obtained a null 

ITC distribution. Then, for each trial, a randomly chosen phase from the time window of interest was 

designated and a surrogate ITC was calculated for all of the randomly chosen phases to maintain the 

trial number constant. These steps were repeated 10,000 times to create a distribution of surrogate 
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ITCs for each participant, which were then averaged across participants. The proportion of surrogate 

ITCs which exceeded the ITC was used to calculate an unbiased p value.(727) An FDR procedure 

was used to correct for multiple comparisons on the time series of p values (728) and these adjusted 

p values were compared against an alpha of .05 to determine significance. 

 

Spectral cross-coherence 

 To determine whether the EEG activity and the external entrainers were aligned and therefore 

provide additional evidence for the presence of neural entrainment, a spectral cross-coherence 

analysis was executed.(729) Specifically, cross-coherence can provide an index of alignment between 

two signals, in this case the EEG activity and entrainers, and a peak in the cross-coherence would be 

anticipated at the entrained 12 Hz frequency. Epochs were separated according to the number of 

entrainers on each trial [8-12], and a time window from the onset of the first entrainer to the offset of 

the last entrainer plus one half-cycle (42 ms) was calculated for each one. Only correct trials were 

included in this analysis. For each epoch length, a series of steps was performed, which included: [i] 

creating an artificial 12 Hz spiking signal, [ii] obtaining the entire spectrum for both the real and 

artificial signals, separately using a Hanning window STFT (2.048 padding, frequency range: 1-40 

Hz), [iii] calculating the spectral cross-coherence value for each channel, frequency, and participant. 

The final step was carried out using the ft_connectivityanalysis function in FieldTrip.  

 Once the spectral cross-coherence values were obtained, a weighted arithmetic mean, of the 

five different entrainer lengths was calculated for each frequency and participant. The weighting was 

done according to the number of trials for each of the five entrainer lengths. Next, the peak at 12 Hz 

was evaluated for statistical significance using the method by Biltoft and Pardyjak.(730) 1024 

samples and an average trial number of 351±83 with a mean length of 418 points (ranging from 335 

points for eight entrainers to 502 points for twelve entrainers) were used for the FFT estimation. 

Considering the sampling rate of 500 Hz, the degrees of freedom were set at 143 and the significance 

cutoff at p < .05, implied a peak height of 0.0416 at 12 Hz. 

 

12 Hz phase at target onset on target-present and target-absent trials 

 Phase opposition during the target period was assessed using target-locked EEG data from 

correct trials. Importantly, EEG activity was time-locked to target onset (target-present) or expected 

target onset (target-absent) trials, as a function of in-phase and anti-phase condition. Target-absent 

trials permitted us to study the endogenous mechanisms of neural entrainment in the absence of 

evoked (exogenous) activity related to targets. Epochs were selected from -2000 ms to 2000 ms and 

centered according to target onset or expected target onset. Similarly, to previous analyses, a 

minimum of 50 artifact-free trials was required for each condition and participant. Single-trial phase 
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was obtained at 12 Hz for each condition (target-present, target-absent) and participant, separately. 

Next, these phases were pooled over all trials and participants and a circular V-test (731) was carried 

out to determine whether the anticipated 180° separation between anti-phase and in-phase trials was 

present. Also, on target-present and target-absent trials, the mean angular difference for anti-phase 

and in-phase trials was calculated for each participant as an additional analysis for descriptive 

purposes only. All circular statistics were carried out using the Circular Statistics Toolbox 1.2.1.(732) 

 

Phase alignment in the absence of external signal  

 Given the requirements for neural entrainment in the narrow sense, we wanted to see whether 

neural entrainment persisted for some time after the offset of the rhythmic entrainers, which would 

provide additional evidence for neural entrainment in the narrow sense. Similarly, to the cue-locked 

ITC data, a Montecarlo procedure was used to test for statistical significance (see Inter-trial coherence 

for more details). In this analysis, however, only correct target-absent trials were used, and the time 

window of interest ranged from 41.5 ms to 250 ms, or three cycles of possible target onset times (one 

cycle meaning one anti-phase and consecutive in-phase temporal moment).  

 

Control analyses 

 Five control analyses were carried out using a Hanning windowed STFT of 166 ms length 

(two cycles of the frequency of interest) to improve temporal resolution and avoid temporal smearing 

of evoked activity (see Figure 36 for more details). Please note that phases were free of contamination, 

apart from anti-phase 1. [i] First, last entrainer-locked ITC data for both target-present and target-

absent trials was obtained (using the same time window as the analyses carried out using complex 

Morlet wavelets, -2600 ms prior and 2600 after the first entrainer) and the phase concentration 

analyses detailed above were executed. [ii] Next, 12 Hz phase was analyzed, centering the activity at 

target onset or expected target onset and adding 2000 ms at each side. Phase opposition was assessed 

between anti-phase and in-phase trials and the same statistical analyses were performed as with the 

complex Morlet wavelets. [iii] Third, circular correlations between the phase at the offset of the last 

entrainer (10 ms post-onset) and the four expected target SOAs were carried out, for target-absent 

trials only. This was done to provide additional support to the presence of neural entrainment. A value 

was obtained for each trial and participant, and the resulting p values were combined using the Fisher 

method (733) across participants, yielding a vector of p values over time. Finally, the fourth and fifth 

analyses examined the effect of 12 Hz phase on performance. For both analyses, EEG data was time-

locked 166 ms pre-target and divided according to SOA (anti-phase 1, in-phase 1, anti-phase 2, in-

phase 2) and response type (correct, incorrect). 12 Hz phase was obtained for each target onset, 

response type, trial, and participant as well as RTs for each trial. The fourth analysis, [iv] consisted 
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of a circular correlation between RT and 12 Hz phase, for each participant and target SOA. The Fisher 

method (Fisher, 1925) was used to combine p values across participants and obtain a single p value 

for each target onset. Finally, the fifth analysis [v] was a phase opposition analysis between correct 

and incorrect trials. For this analysis, SOAs were collapsed as a function of anti-phase or in-phase. 

The difference between the mean angle of correct and incorrect trials for each target onset was 

obtained for each participant and used to calculate a circular V-test.(731) Once again, a 180° 

separation was anticipated. 

 

Reality check: Lateralized alpha activity 

 To assess whether participants were orienting attention correctly, alpha activity was analyzed 

between the cue and entrainer interval to assess preparatory lateralization. Epochs were obtained for 

cue-left and cue-right conditions (-2200 ms to 2542 ms, window of interest: 0 ms to 1542 ms, no 

baseline), on correct, valid trials only to ensure proper orienting of attention. A time window of 375 

ms to 875 ms post-cue was used to calculate the mean spectral power, which was extracted using a 

Hanning windowed FFT (zero padding to 1 s). Power was separately obtained for two regions of 

interest (ROIs) of parieto-occipital electrodes,(186,461) a left ROI (P3, PO3, PO7, P7, P5, P1, PO9, 

and O1) and a right ROI (P4, PO4, PO8, P8, P6, P2, PO10, and O2). For both cue-left and cue-right 

conditions (attended-left, attended-right), the average alpha power for the electrodes ipsilateral and 

contralateral to the cue was calculated. Next the average alpha power of the attended-left (ipsi left 

minus contra left) was subtracted to the attended-right (ipsi right minus contra right) average alpha 

power and divided by the sum of the two to obtain an index of alpha lateralization.(186) This index 

was assessed for statistical significance using a one-sided (right) paired t-test against zero. The 

spectral power analysis was also repeated using a complex Morlet wavelet for illustrative purposes ( 

-2200 ms to 3542 ms time window) and the index of alpha lateralization was computed for the entire 

time window.  
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4.2. Assessing the exogenous and endogenous mechanisms of sensory-attentional processing in 

interictal EM and HC, using a neural entrainment task 

 

Secondary objective 2 of this research thesis was to assess the exogenous and endogenous 

mechanisms of sensory-attentional processing in patients with episodic migraine in the interictal 

phase, using a neural entrainment task and time-frequency analyses [Research Study 2: Entrainment 

of neural band oscillations in patients with migraine]. The methodological aspects will be discussed 

upon continuation. 

 

Participants 

 61 right-handed, female university students with normal or corrected-to-normal vision and 

hearing participated in this research study. The participants in Research study 2 participated in two 

experimental sessions, where they also completed Research Study 3 Experiment 1 [Session 1] and 

Research Study 4 [Session 2; not all of the participants completed this session]. A neurologist 

diagnosed 34 participants with EM with or without aura, according to the ICHD-3 (6) diagnostic 

criteria and the remaining 27 were diagnosed as headache-free controls (HC). The participant groups 

were age- and gender-matched. All of the participants completed an eDiary for an average of 35±9 

days prior, during, and at least 24 hours after the experimental session, which was used to confirm 

their diagnosis and also to ensure that patients were in the interictal phase at the time of the recording. 

Participants did not receive confirmation of their diagnosis until the end of the research study and 

were therefore unsure or unaware of their belonging to either participant group. This helped to ensure 

that both the researcher and the participant could remain double-blind. Exclusion criteria included 

severe neurological or psychiatric illness, chronic pain conditions, known morphological brain 

abnormalities, pregnancy, or the use of pharmaceutical or non-pharmaceutical drugs with an effect 

on responses or the EEG waveform. In particular, patients could not have been previously diagnosed 

with CM or any other headache disorder or be using any prophylactic medication, HC could also not 

have received any previous headache diagnosis or have a first-degree relative with migraine. 

Importantly, this research study was interested in studying neural entrainment in EM during the 

interictal period therefore patients that recorded the presence of a moderate or severe headache 24 

hours prior, the day of, and 24 hours post-EEG session in their eDiary were excluded from the final 

sample (72 hour headache-free window). This study was approved by the Research Ethics Board at 

the Vall d’Hebron Hospital (PR(AG) 376/2017) and all participants provided written informed 

consent prior to participating. At the end of the study, participants received 25 euros as 

compensation.   
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Procedure and paradigm 

 Participants were contacted through a research participant database provided by the Center 

for Brain and Cognition at the Pompeu Fabra University and those that replied to the advertisements 

were sent two questionnaires to complete: [i] a sociodemographic and anthropometric questionnaire, 

and [ii] a migraine screening questionnaire based on ICHD-3 (6) criteria. These questionnaires 

permitted the researchers to have an initial filter for inclusion/exclusion. Participants that were 

designated as fit to continue based on their answers, were subsequently diagnosed by a neurologist 

and provided with an eDiary to complete. Participants were told to contact the laboratory if they had 

a headache or were menstruating prior to the experimental session and were rescheduled accordingly.  

 On the day of the experiment, participants were asked to [i] complete a series of psychiatric, 

clinical, and experimental session questionnaires, which alongside the eDiary were hosted using 

REDCap tools at the VHIR. The psychiatric questionnaires included the: BDI-II,(707) State-Trait 

Anxiety Inventory (STAI),(734,735) and the ASRS.(706) Clinical questionnaires, on the other hand, 

consisted of the: Headache Impact Test-6 (HIT-6),(736) Migraine Disability Assessment Test 

(MIDAS),(737) and Migraine-Specific Quality of Life Questionnaire (MSQ).(738) The researchers 

also collected information relative to sensory sensitivity, using the SPQ (252) and the state of the 

participant at the time of the research session (experimental session questionnaire), which included 

information relative to headache, tiredness, and pain. Upon completing the questionnaires, 

participants underwent a [ii] 5-minute resting state recording, which permitted them to adjust to the 

dim lighting, and [iii] a neural entrainment task with a simultaneous EEG recording. 

 The neural entrainment task was the same as the one detailed in Section 4.1. (739) and 

adapted from Kizuk and Mathewson (484) consisting of a cued visual detection paradigm with 

bilateral entrainment (Figure 36 A). Experimental set-up, length, and training was also the same as 

detailed in Section 4.1. 

 The entire session lasted approximately three hours including preparation and clean-up. 

 

Individual detection threshold 

 The procedure used to calculate the individual detection threshold was the same as the one 

described in Section 4.1. For more information please consult 4.1. Individual detection threshold.  

 

EEG recording 

 The details of the EEG recording were the same as the ones described in Section 4.1. For 

more information, please see Section 4.1. EEG recording. 
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Analyses 

 The following software and toolboxes were used for the statistical analyses: R, (R Core Team, 

2021, version 4.1.1), RStudio Software (RStudio Team, 2021, version 1.4.1717), MATLAB R2017a, 

(The Mathworks Inc., 2017), the Circular Statistics Toolbox 1.21,(732), and custom-made scripts. 

Meanwhile, for electrophysiological pre-processing and analyses: EEGLAB 13.5.4b,(718) ERPLAB 

7.0.0,(719) and the Fieldtrip toolbox for EEG/MEG analysis (720) were used. Please note that the 

analyses detailed upon continuation are very similar to those used in RS1, with the exception of group 

comparisons. However, for the ease of the reader, we have decided to maintain all of the information 

below. 

 

Psychiatric, clinical, and experimental session questionnaires 

 Categorical variables and scores were reported using percentages, continuous normally 

distributed variables using means and SDs, and continuous not normally distributed variables using 

medians and interquartile ranges (IQR). Group effects were assessed using Fisher’s exact test or two-

sided unpaired t-tests of equal variance if the population variances did not significantly differ. 

However, if the population variances were not equal, then a two-sided, nonparametric Mann-Whitney 

U test was applied. Values including W, t, and p were reported. 

 

Behavioral analyses 

 To assess the effect of spatial validity, relative phase, and participant group, hit rates and RTs 

were obtained for spatially valid and invalid conditions and the four target SOAs. RTs that were less 

than or equal to 100 ms and greater than three SDs from the participant’s mean RT for the condition 

were removed. Also, participants with more than 90% accuracy on spatially invalid conditions (519) 

or a false alarm rate greater than 30% were excluded.(484,739) SOAs were collapsed as a function of 

in-phase and anti-phase. Next, rmANOVAs with a 2 (spatial validity; valid, invalid) x 2 (relative 

phase: anti-phase, in-phase) x 2 (participant group: EM, HC) design were calculated for both hit rates 

and RTs. Spatial validity and temporal validity made up the within-subjects factors whereas 

participant group was a between-subject factor. Post hoc t-tests were carried out, when necessary. 

Finally, to correct for potential violations of sphericity a Greenhouse-Geisser epsilon correction was 

applied, and adjusted p values were reported.  

 

EEG pre-processing 

 The EEG pre-processing procedure was the same as the one described in Section 4.1. For 

more information, please consult 4.1. EEG pre-processing.  
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EEG analyses 

 EEG analyses were divided into five different time windows locked to distinct events. For a 

pipeline of analyses and their respective time windows see Figure 36 B. [i] Cue-locked analyses            

(-200 ms to 1542 ms, with respect to the cue) included ERPs, power, time-resolved ITC, and the 

power spectrum for the IAF. [ii] Cross-coherence analyses (from the first entrainer onset to the last 

entrainer offset plus one-half cycle (42 ms)). [iii] Last entrainer-locked analyses (-600 ms to 600 ms, 

from the last entrainer) only included the ITC. [iv] Target-locked analyses (-200 ms to 250 ms, with 

respect to target onset) were comprised of ERPs and phase alignment analyses on target-present and 

target-absent trials. [v] Persistence of entrainment after entrainer presentation offset (41.5 ms to 250 

ms, with respect to the last entrainer). Only correct trials were included and a minimum of 50 artifact-

free trials for each condition was required,(721) to ensure a non-biased estimation of the ITC. To 

avoid edge artifacts, epochs were reepoched with 2000 ms at both ends for ITC, phase alignment, and 

power analyses respectively. Furthermore, to ensure artifact-free trials, a manual rejection process 

and subsequent visual inspection were used to remove ocular and muscular noise. In the previous 

study (RS1), we observed that the measured effects were the same at Pz and Oz electrodes. Therefore, 

for the current research study (RS2) we decided to use the Pz electrode, with the exception of the 

analysis on lateralized alpha activity, which utilized ROIs, given that it is more frequently used in the 

literature.(484,514,740) 

 

Reality check: IAF estimation 

Cue-locked epochs were used to calculate the power spectrum for the IAF for both EM and 

HC. The first step was to extract the power spectrum using a Hanning windowed STFT (4-30 Hz in 

0.1 Hz steps, zero-padded to 10 s) over a time window from 375 ms to 875 ms and average it over 

the electrodes of interest (PO3, POz, PO4, PO7, PO8, O1, Oz, and O2). Next, a 1/fα curve was fitted 

to the power spectrum to estimate background noise.(722,723,739) The IAF was defined as the largest 

peak (local maximum) for a frequency range of 5 to 15 Hz.  

 

Event-related potentials 

 ERPs were obtained for both cue-locked and target-locked data. Only correct, artifact-free 

trials were used. For cue-locked data, ERPs and SSVEPs (-200 ms to 1542 ms, baseline: -200 ms to 

0 ms) were obtained collapsing across target-present and target-absent conditions, given that the time 

window of interest did not reach the target period. For target-locked data, on the other hand (-200 ms 

to 250 ms, baseline: -200 ms to 0 ms), ERPs were separately obtained both as a function of target-

present and target-absent and also relative phase (anti-phase, in-phase).  
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Inter-trial coherence 

 To assess whether neural entrainment persisted over the length of the entrainment, ITC 

analyses were carried out. For these analyses, activity was locked to the onset of the cue (cue-locked) 

and also to the onset of the last entrainer (entrainer-locked). Only correct, artifact-free trials were 

included. A frequency domain multiplication, which consisted of multiplying the Fourier derived 

spectrum by a complex Morlet wavelet spectrum (variable number of cycles, 4-10 in logarithmic 

steps), was used to convolute the single-trial EEG data and take the inverse Fourier transform. Next, 

a separate time series of complex wavelet coefficients was obtained for each frequency from 1 to 40 

Hz, in 1 Hz steps. These complex coefficients, contained both real and imaginary components and 

were used to calculate the ITC (724) for each trial, time point, frequency, and participant.(739) 

Similarly to previous analyses, cue-locked data was collapsed across target-present and target-absent 

conditions (-2200 ms to 3542 ms, window of interest: -200 ms to 1542 ms). Entrainer-locked data on 

the other hand was separated as a function of target-present or target-absent but collapsed across the 

relative phase (-2600 ms to 2600 ms, window of interest: -600 ms to 600 ms). Two-sided unpaired t-

tests of equal variance were used to assess group differences between HC and EM. For cue-locked 

epochs, the frequency range of interest was set at 10 to 14 Hz and three separate time windows were 

examined, which included: [i] throughout the presentation of the cue (0 to 200 ms), [ii] from cue 

offset to first entrainer onset (200 ms to 875 ms) and [iii] from first entrainer onset to eighth entrainer 

offset (875 ms to 1542 ms). Entrainer-locked data used the same frequency range and examined two 

different time windows: [i] over the last entrainers (-600 ms to 0 ms) and [ii] during the target or 

expected target period (0 ms to 167 ms).  

 Montecarlo permutation tests (726) were carried out to see whether the phase remained 

concentrated around 12 Hz for the cue-locked data and over the duration of the first eight entrainers 

(875 ms to 1458 ms). First, a null distribution of ITC values was obtained for each participant and the 

Pz electrode. A phase from a random time within the window of interest was selected for each trial 

and a surrogate ITC was calculated for these phases to maintain the same number of trials. This step 

was repeated 10,000 times to obtain a distribution of surrogate ITCs, and these were averaged across 

participants. Next, the group-averaged surrogate ITCs were compared to the ITC to see how many 

times the former exceeded the latter, and the resulting proportion was used to obtain an unbiased p 

value.(727) To correct for multiple comparisons, a false discovery rate correction (FDR) was carried 

out on the time series of p values.(728) The corrected p values were compared to an alpha of .05 to 

determine significance. 
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Spectral cross-coherence 

 To assess the alignment of EEG activity to the external entrainers, a spectral cross-coherence 

analysis (729) was carried out for both HC and EM. Given the entrainment frequency, we expected a 

peak in the cross-coherence at 12 Hz. Epochs were subdivided based on the number of entrainers [8-

12] and time windows were created taking into account first entrainer offset to last entrainer offset 

plus one half cycle (42 ms). Only correct trials were considered for this analysis. For each epoch 

length, a set of steps was carried out: [i] creating an artificial 12 Hz spiking signal, [ii] obtaining the 

spectrum for both the artificial and real signals using a Hanning windowed STFT (2.048 padding, 1 

to 40 Hz frequency range), and [iii] calculating a spectral cross-coherence value for each channel, 

frequency, and participant.  

 Next, a weighted arithmetic mean was obtained for all five epoch lengths and for each 

frequency and participant. To determine whether the peak was statistically significant a procedure by 

Biltoft and Pardyjak (730) was applied. 1024 samples were used for the FFT estimation. HC had an 

average of 317±79 trials and EM had an average of 364±106 trials. The mean trial length was 418 

points for both groups with a range between 335 points for eight entrainers and 502 points for twelve. 

If significance was set at p < .05, then HC had 129 degrees of freedom and a peak height of 0.046, 

whereas EM had 149 degrees of freedom and a peak height of 0.040. 

 

12 Hz phase at target-present and target-absent trials 

 To determine whether there was phase opposition during the target period, EEG data was 

time-locked to the onset of targets (target-present trials) or expected target onsets (target-absent 

trials), separating as a function of relative phase. Only correct, artifact-free trials were used. Epochs 

were selected with a time window from -2000 ms to 2000 ms and the single trial phase at 12 Hz was 

extracted for each participant and condition. Phases were pooled over trials and participants and a 

circular V-test (731) was carried out to assess whether the anticipated 180° was present in the data 

between anti-phase and in-phase conditions. The circular mean phase and radial difference (anti-

phase minus in-phase) were also obtained for target-present and target-absent trials. For both HC and 

EM, some descriptive circular statistics were calculated including the: mean circular direction, 

median circular direction, mean length, circular variance, circular standard deviation, circular 

skewness, and circular kurtosis. Also, to check for group differences, a Watson-Williams test was 

carried out on the difference in mean phase, which is a two-sample t-test equivalent for circular 

statistics.  

 Lastly, several concentration metrics were obtained for in-phase target-absent trials, which 

included kappa concentration, mean vector length, and mean angular direction. Montecarlo 
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randomization tests were carried out 10,000 times to compare these concentration metrics between 

participant groups and assess the presence of potential group differences. 

 

Reality check: Alpha power lateralization 

 Preparatory alpha activity over the time window between the offset of the cue and the onset 

of the first entrainer was assessed to ensure that participants were orienting their attention correctly. 

Only correct, artifact-free, and spatially-valid trials were used. Epochs were obtained for both cue-

left and cue-right conditions (-2200 ms to 3542 ms, window of interest: 0 ms to 1542 ms no baseline). 

The time window in question was between 375 ms (post-cue) and 875 ms and the mean spectral 

power was extracted using a Hanning windowed FFT (zero padding to 1 s). Two ROIs of parieto-

occipital electrodes (186) were used to calculate the spectral power, a left ROI (P3, PO3, PO7, P7, 

P5, P1, PO9, and O1) and a right one (P4, PO4, PO8, P8, P6, P2, PO10, and O2). Power for the 

electrodes ipsilateral and contralateral to the cue on both left and right cue (attended-left/attended-

right) trials, between 7 and 14 Hz, was obtained. The attended-left (ipsi left-contra left) power was 

subtracted from the attended-right (ipsi right-contra right) power and divided by the sum of the two, 

to calculate an index of alpha lateralization for each participant group.(186) This index was assessed 

for statistical significance using a one-sided (right), paired t-test against zero for both HC and EM, 

separately. The indices of both participant groups were also compared using a two-sided unpaired t-

test of equal variance to assess for group differences. 

 

Correlations 

 To check for potential correlations between demographic/clinical variables and experimental 

measures, we ran circular-linear and circular-circular correlations on: age, migraine frequency (EM 

only), kappa concentration, mean vector length, mean angular direction, cue-locked ITC (all three 

time windows), last entrainer-locked ITC (both time windows), as well as questionnaire scores 

including STAI-state, STAI-trait, ASRS, BDI-II, SPQ Total, SPQ Vision, and all of the SPQ Vision 

subtypes. Clinical questionnaires including MIDAS, HIT-6, and MSQ were also correlated for EM 

only. To correct for multiple comparisons an FDR procedure was carried out. Correlation (r) values 

and adjusted p values were reported. 
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4.3. Studying the exogenous mechanisms of visual sensory processing in interictal EM and HC, 

using a pattern-reversal task  

 

 Secondary objective 3 of this research thesis was to assess the exogenous mechanisms of 

visual processing in patients with interictal EM and HC, using a pattern-reversal task and event-

related potentials [Research Study 3: Exploring sensory sensitivity, cortical excitability, and 

habituation using the pattern-reversal task across the episodic migraine spectrum: A case-control 

study]. The following research study was divided into two experiments. Experiment 1 included young 

adults with EM recruited from a research participant database provided by the Center for Brain and 

Cognition and their age- and gender-matched HC. Experiment 2, on the other hand, consisted of 

middle-aged adults with EM sampled from an out-patient clinic, jointly with their age- and gender-

matched HC. The methodological aspects will be discussed upon continuation. 

4.3.1. Experiment 1 

 

Participants 

 63 female university students, that were right-handed, and reported normal or corrected-to-

normal vision and hearing took part in this research study. A neurologist assigned a diagnosis of EM 

with or without aura according to criteria established by the ICHD-3 (6) to 35 participants and a 

diagnosis of headache-free control (HC) to the remaining 28 participants. Please note that the 

participants in this experiment were the same as the ones from Research Study 2 (plus two additional 

participants [one HC and one EM] that did not complete the entrainment task) and Research Study 4. 

Participant groups were age and gender-matched and great care was taken to obtain homogenous and 

clinically similar participants, to reduce bias and potentially confounding variables. Prior to 

completing the experimental session, all participants completed a baseline eDiary for an average of 

34±8 days before their experimental session. This eDiary was continued on the day of the 

experimental session and for at least 24 hours after, to ensure that patients were in the interictal phase 

at the time of the recording. Participants were also not informed of their diagnosis until the end of the 

research study. Also, participants were screened for exclusion criteria, which included: morphological 

brain abnormalities, neurological disorders, severe psychiatric illness, chronic pain conditions, 

pregnancy, and/or the use of any kind of pharmaceutical or non-pharmaceutical drug with an effect 

on the EEG waveform. Furthermore, specific exclusion criteria for patients included no previous 

diagnoses of CM or any other headache disorder or current use of prophylactic medication. Controls 

were also excluded if they had received a previous headache diagnosis or had any first-degree 

relatives with diagnosed migraine. Given that migraine phase can have an impact on measures 
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including sensory sensitivity and habituation, patients outside of the interictal phase were also 

excluded [see 5.3.]. In our study, the interictal phase was defined as the absence of a moderate or 

severe headache 24 prior, the day of, and 24 hours post-experimental session, thus capturing a 72-

hour headache-free time window (confirmed with eDiary). This study was approved by the Ethics 

Committee at the Vall d’Hebron Hospital (Experiment 1: PR(AG) 376/2017) and all participants 

provided written, informed consent prior to participating. Upon completion, all participants received 

25 euros as compensation.   

 

Procedure and paradigm 

 Participants received notice of the research study through a research participant database at 

the Pompeu Fabra University and prior to being admitted into the research study, were asked to fill 

out two questionnaires: [i] a sociodemographic and anthropometric questionnaire and [ii] a migraine 

screening questionnaire based on ICHD-3 (6) diagnostic criteria. Those that fulfilled the initial 

inclusion and exclusion criteria were subsequently diagnosed by a neurologist and all participants 

received an eDiary. Importantly, if the patients reported a headache or were menstruating prior to the 

experimental session, their session was postponed accordingly. 

 On the day of the experimental session, participants first responded to a series of psychiatric, 

clinical, and experimental session questionnaires. The psychiatric questionnaires consisted of the 

BDI-II,(707) STAI,(734,735) and ASRS.(706) Clinical questionnaires including the MIDAS,(737) 

HIT-6,(736) and MSQ (738) were also administered. Sensory sensitivity was assessed with the 

SPQ,(252) with lower scores indicating increased sensory sensitivity. Finally, a custom-made 

experimental session questionnaire asked participants about headache presence, acute and other 

medication use, and level of fatigue at the time of the experiment. All of the questionnaires as well as 

the eDiary were hosted by REDCap at the VHIR.  

 Next, participants underwent an EEG recording, which was performed inside a chamber with 

acoustic and electromagnetic attenuation. First, a resting state recording (5-minute duration) was 

carried out, which helped participants adapt to the dim lighting. Next, they completed a PR task and 

were instructed to maintain their eyes on the fixation point at all times. The PR stimulation was 

comprised of a black and white checkerboard pattern with a 93% contrast, which reversed its pattern 

at a temporal frequency of 1.55 Hz (see Figure 48 A). Reversal frequency was based on Coppola et 

al. and the check size was set at 0.1725 cm (6 min of arc or 6’) given that the participants sat at a 

distance of 0.75 m from the screen (0.23 cm or 8’ at 1 m is the recommended size).(741) Stimulation 

was delivered binocularly on a visual field of 30.7 cm x 22.5 cm. A red fixation point was present on 

the center of the screen throughout the duration of the task to reduce ocular artifacts. All stimuli were 
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programmed and presented using MATLAB R2017a (The Mathworks Inc., 2017) and Psychophysics 

Toolbox Version 3.0.13 (708,709) custom-made scripts on a Sony Multiscan G520 Trinitron Color 

Monitor (CRT screen, 120 Hz refresh rate, 1024 x 768 resolution, and 21 cd/m2 resolution), running 

on Windows XP. The Black Box Toolkit (accuracy of < .005 s; Black Box Toolkit Ltd, Sheffield, 

UK) was used to confirm accurate stimulus timing. The task consisted of 600 trials with a duration of 

3.23 min, which were segmented into six blocks of 100 trials post-recording. The duration of the 

session was approximately three hours. 

 

EEG recordings 

 Digitized, continuous EEG recordings with no online filters (500 Hz sampling rate) were 

obtained through a BrainAmp Standard (001 10/2008) amplifier connected to an actiCHamp Control 

Box (BrainVision Analyzer, Version 2.2.2., Brain Products GmbH, Gilching, Germany). Electrodes 

were placed at standard positions using the 10-10 system and 64 active electrodes were used including 

a ground electrode at AFz and an online reference electrode positioned on the nose. Four external 

electrodes were placed including the left and right mastoids and vertical and horizontal 

electrooculograms. The impedance cut-off was set at 15 kΩ and maintained throughout the 

experiment. 

 

EEG pre-processing 

 EEG data analyses were carried out using EEGLAB 13.5.4b, (718) ERPLAB 7.0.0,(719) and 

MATLAB R2017a (The Mathworks Inc., 2017) software and custom-made scripts.(742)  

 Pre-processing of EEG data included applying an offline, 50 Hz notch filter (type: stop-band 

Parks-McClellan Notch, order 180) to each recording. Next, the recordings were inspected and any 

electrodes experiencing technical problems during the recording were interpolated. A Hamming 

windowed sinc FIR band-pass filter (zero-phase), ranging from 0.1 Hz (high-pass: 0.1 Hz frequency, 

16501 order, -6dB cutoff) to 60 Hz (low-pass: 60 Hz frequency, 111 order, -6dB cutoff) was also 

applied to each recording. Also, the mean activity of both the left and right mastoid was used to re-

reference the activity offline. Epochs were time-locked to the reversals and segmented from 0 ms to 

300 ms as well as normalized by the mean activity of each one. Finally, epochs were inspected for 

ocular artifacts including blinks and horizontal eye movements, as well as muscular noise, and a 

manual rejection process was performed to remove epochs with noise. 

 

Analyses 

 R (R Core Team 2021, version 4.1.1) and RStudio (RStudio Team 2021, version 1.4.1717) 

software were used for statistical analyses. The following packages were used: base, car, dgof, dplyr, 
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emmeans, ggpubr, ggResidpanel, graphics, lattice, lme4, nlme, multiplyr, nortest, pgirmess, psych, 

rstatix, and stats. 

 

Psychiatric, clinical, and SPQ questionnaires 

 Categorical values and scores obtained from the psychiatric, clinical, and SPQ questionnaires 

were reported using percentages, whereas continuous data was represented with means and SDs if 

normally distributed and medians and IQRs otherwise. To evaluate potential group effects, Fisher’s 

exact test, two-sided unpaired t-tests of equal variance or two-sided, nonparametric Mann-Whitney 

U tests were used. 

 

Electrophysiological data 

 PR-VEP. N1 and P1 amplitudes and latencies as well as the peak-to-peak (N1-P1) amplitude 

difference, at the Oz electrode, were separately obtained for each trial [1-600] and participant. Oz 

was used as the electrode of interest based on past literature in migraine using the PR 

task.(101,341,616) Only clean, artifact-free trials were included in subsequent analyses. Each block 

[1-6] was comprised of a maximum of 100 trials and in this experiment, the mean number of clean 

trials was 89.46±9.093 [range: 30-100] per participant per block. Furthermore, out of a maximum of 

600 trials, participants had a grand mean of 536.78±36.962 [range: 435-595] clean trials. Through the 

use of visual inspection and peak latencies (reversal-locked), N1 was identified as the most negative 

peak between 65-95 ms (peak: 80 ms; window: ±15 ms) and P1 as the most positive peak between 

86-126 ms (peak: 106 ms; window: ±20 ms). To extract the amplitudes of N1 and P1, used to calculate 

the N1-P1 peak-to-peak amplitude, an automatic detection system based on the one used by Coppola 

et al.(743) accompanied by visual inspection to confirm the results, was used. 

 

 Classic block analyses. First, we ran classic block analyses (744) on the N1-P1 peak-to-peak 

amplitudes. Specifically, a type III two-way mixed analysis of variance (ANOVA) with Block (1 and 

6) as the between-subject factor and Group (EM and HC) as the within-subject factor was executed. 

Post hoc tests were performed accordingly using Bonferroni adjusted p values (padj). 

 

 Block linear mixed-effects model. Similarly, to the classic block analyses, the aim of the 

current analysis was to explore the concepts of cortical excitability and habituation, using N1-P1 data. 

However, in contrast to the previous analysis, linear mixed-effects models (LMM) were fitted to the 

data using the nlme package in R (745) with Block (1 and 6) and Group (EM and HC) as the fixed 

effects variables and Participant as the random effects variable. Furthermore, an autocorrelation 

structure of order 1, with Participant nested within Trial, was applied to the model. A number of 
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model comparisons were carried out using the Akaike Information Criterion (AIC) and a chi-square 

test on the model log-likelihoods (Chisq),(746) to ensure that the final model best explained the data. 

Once a final model was obtained, a type III ANOVA was executed with Kenward-Roger “F” tests 

and Satterthwaite degrees of freedom. The within-subject factor was Block and the between-subject 

factor was Group. The resulting F and p values were reported at a confidence level of 0.95. To ensure 

the normality and homoscedasticity of the measures, a visual inspection of residual plots was carried 

out. If a significant interaction between Block x Group was detected, then post hoc tests and pairwise 

comparisons were carried out using estimated marginal means. Z ratios and p values were reported 

accordingly and the FDR correction was applied to adjust for multiple comparisons. 

 Importantly, the peak-to-peak first block amplitude was compared between participant 

groups to assess potential differences related to cortical excitability with a significantly lower 

amplitude suggesting hypo- and a significantly greater amplitude hyper-excitability in one group as 

compared to the other.(288) The change in peak-to-peak amplitude between the first and last block 

was also evaluated within and between groups to assess habituation. For this analysis, only data from 

the first and last block were used seeing as the majority of studies assessing habituation in the 

literature, only used data from the first and last blocks [see Table 5 in (625)]. If a decrement was 

observed, then normal habituation was confirmed.(341,347) Meanwhile, a lack of significant 

differences between the peak-to-peak amplitude first and last block measures indicated a lack of 

habituation and even potentiation (increment). In order to properly evaluate these differences, a Block 

x Group interaction was necessary. 

 

 Trial linear mixed-effects model. Given that the previous block model was based on past 

literature comparing first and last block measures and only took into account averaged block data 

from blocks 1 and 6, we decided to run one more LMM analysis but this time taking trial-by-trial 

fluctuation into account. This trial LMM fitted using the nlme package in R (745) therefore permitted 

us to account for both individual (Participant) and temporal (Trial) variability. In this model, Group 

and Trial (numeric) were the fixed effects variables whereas Participant was the random effects 

variable and once again, an autocorrelation structure of order 1, with Trial nested within Participant, 

was applied. Models were compared using the AIC and Chisq to obtain the best alternative and a type 

III ANOVA table with Kenward-Roger “F” tests and Satterthwaite degrees of freedom was obtained. 

For this ANOVA, Trial was considered as the within-subject factor and Group as the between-subject 

factor. F and p values were reported and the confidence level was set at 0.95. To ensure the 

homoscedasticity and normality of the measures, residual plots were inspected. 
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 To explore cortical excitability using the trial LMM, the main effect of Group was examined 

since the temporal variability introduced through the use of Trial made post hoc comparisons difficult 

to interpret. Similarly, habituation was assessed through a main effect of Block and confirmed through 

visual inspection. 

 

Correlations 

 Spearman correlations were executed between age, migraine frequency (EM only), sensory 

sensitivity, cortical excitability, and habituation. Sensory sensitivity was assessed according to the 

scores from the SPQ-Vision subscale, cortical excitability according to the first block N1-P1 

amplitude, and habituation as the difference between the last block and first block N1-P1 measures 

and r and p values were reported. Finally, FDR correction was applied to adjust for multiple 

comparisons. 

4.3.2. Experiment 2 

 

Participants 

 66 middle-aged participants between the ages of 18 and 65 years old, with normal or 

corrected-to-normal vision were included in this experiment. In particular, 36 were diagnosed with 

EM by a neurologist according to ICHD-3 criteria (6) and 30 were assigned HC status and age- and 

gender-matched to the EM group. The inclusion criteria were similar to Experiment 1, with the 

exception being that patients were recruited from a specialized Headache Clinic resulting in increased 

disease severity. In fact, Welch’s t-tests confirmed that patients with EM in Experiment 2 were 

significantly older (Welch’s t-test: t(19.786) = -8.867, p = 2.51x10-8) and had a greater headache 

frequency (headache days/month: t(35) = -3.043, p = .004) than patients with EM in Experiment 1. 

This second experiment was carried out to due to the fact that we did not find the frequently described 

habituation deficit in patients using either classic block analyses or LMMs in Experiment 1 and 

wanted to assess these variables in older patients with greater disease severity. Exclusion criteria were 

the same as Experiment 1. This experiment was approved by the Ethics Committee at the Vall 

d’Hebron Hospital (EudraCT 2019-002224-32) and all participants provided their written informed 

consent prior to participating. At the end of the experiment, HC received 35 euros as compensation 

and EM were administered preventive treatment. 

 

Procedure and paradigm 

 The procedure was the same as in Experiment 1 and included: [i] completion of psychiatric, 

clinical, and experimental session questionnaires; [ii] a 5-min resting state recording and, [iii] a 3.23 
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min PR task recording. Stimuli were programmed and presented using MATLAB R2017a (The 

Mathworks Inc., 2017) and Psychophysics Toolbox Version 3.0.13 (708,709) custom-made scripts 

on a BenQ XL2411P CRT screen monitor (120 Hz refresh rate, 1024 x 768 resolution, 21 cd/m2 

background luminance). Once again, the BlackBox Toolkit (Black Box Toolkit, Ltd., Sheffield, UK) 

was used to confirm stimulus timing.  

 In this experiment, the stimulation parameters were practically the same except for an 

incremented reversal rate of 3.1 Hz. Furthermore, the recordings were segmented into 12 blocks of 

100 trials, post-recording. The reversal rate was increased in Experiment 2 given that several authors 

have proposed that incrementing this rate may help to detect the lack of habituation in patients with 

migraine.(624,625,747). Furthermore, a large number of studies reporting a habituation deficit 

applied a 3.1 Hz reversal rate.(101,341,607,616) 

 

EEG recording 

 Continuous, digitized EEG recordings (1000 Hz sampling rate, 50 Hz online notch filter) 

were obtained using a BrainAmp32 Standard amplifier connected to a BrainVision recorder polybox 

BP-BM-30 actiCAP32 (Brain Products GmbH). Electrodes were placed in standard positions and 32 

active electrodes were used including a ground electrode inserted at AFz and an online reference 

electrode on the nose. External electrodes included right and left mastoids as well as vertical and 

horizontal electrooculograms. Impedances were set at 15 kΩ. and maintained throughout the 

experiment. 

 

EEG pre-processing 

 EEGLAB 13.5.4b,(718) ERPLAB 7.0.0,(719) and MATLAB R2017a (The Mathworks Inc., 

2017) software and custom-made scripts were used for EEG data analyses. The order of procedure 

was the same as in Experiment 1, except that the notch filter had already been applied online and 

epochs were segmented from 0 ms to 150 ms. The FIR filters used for Experiment 2 yielded the 

following metrics: [i] high-pass: 0.1 Hz frequency, 33001 order, -6dB cutoff, and [ii] low-pass: 60 

Hz frequency, 221 order, and -6dB cutoff.  

 

Analyses 

 

Psychiatric, clinical, and SPQ questionnaires 

 The same analysis procedure was used as in Experiment 1 (see above). 

 

 

 



    

 

124 

 

Electrophysiological data 

 PR-VEP. The same procedure was used as in Experiment 1 (see above). N1, P1 amplitudes 

and latencies as well as N1-P1 at Oz, were separately obtained for each trial (1-1200) and participant. 

Each block had a maximum of 100 trials and in this experiment, the mean number of clean trials was 

93.72±6.912 (range: 56-100) per participant. Furthermore, participants had a grand mean of 

1124.58±57.203 clean trials (range 971-1197) out of a maximum of 1200. Components were 

identified according to visual inspection and peak latencies. In this experiment, N1 was the most 

negative peak between 73-101 ms (peak: 88 ms; window: ±15 ms) and P1 was the most positive peak 

between 96-136 ms (peak: 116 ms; window: ±20 ms). 

 

 Classic block analyses. The experimental procedure was the same as in Experiment 1 (see 

above) only that the Block factor consisted of Blocks 1 and 12. 

 

 Block linear mixed-effects model. The experimental procedure was the same as in Experiment 

1 (see above), except the fixed effects variable Block of the LMM consisted of blocks 1 and 12, and 

the within-subject factor of the ANOVA also included blocks 1 and 12. 

 

 Trial linear mixed-effects model. The experimental procedure was the same as in Experiment 

1 (see above) but with the fixed effects variable Trial including trials 1 to 1200, same with the within-

subject factor of the ANOVA. 

 

Correlations 

 The experimental procedure was the same as in Experiment 1.  
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4.4. Investigating the exogenous and endogenous mechanisms of auditory sensitivity processing 

in interictal EM and HC, using an oddball task 

 

 Secondary objective 4 of this research thesis was to study the exogenous and endogenous 

mechanisms of auditory sensory-attentional processing in patients with episodic migraine during the 

interictal phase, using an active oddball task and ERPs as well as time-frequency analyses [Research 

Study 4: Neurophysiological correlates of abnormal auditory processing in episodic migraine during 

the interictal period] (Appendix 4). The methodological aspects will be discussed upon continuation. 

 

Participants 

 45 young, right-handed females, with normal or corrected-to-normal vision and hearing, were 

selected to take part in this research study. The same participants that took part in Research Study 2 

and Research Study 3 (Experiment 1), were invited to participate in a second session, approximately 

one week later, although not all of the original participants took part. Participants that were included 

in the study were diagnosed by a neurologist, according to the ICHD-3 criteria, with 23 participants 

being diagnosed with EM, with or without aura, and 22 as HC. Groups were age- and gender-matched. 

Patients and controls were carefully matched to ensure a homogenous and clinically similar sample 

of participants, in an effort to reduce bias and the impact of confounding variables. Furthermore, the 

patients in this study had never been formally diagnosed therefore were unsure or unaware of their 

migraine status. Participants were not informed of their diagnosis until the experiment was over so 

that both the researcher and the participant could remain double-blind. All participants were asked to 

complete an eDiary (same as for the other research studies) for around 30 days prior to the 

experimental session (which they continued on the day of the session and at least 24 hours post). 

General exclusion criteria included severe psychiatric or neurological illness, known morphological 

brain abnormalities, chronic pain conditions, pregnancy, as well as the use of pharmaceutical or non-

pharmaceutical drugs, which may alter the EEG waveform. Patients could not be using prophylactic 

medication or have been diagnosed with CM or any other headache disorder and controls could not 

have any first-degree relatives with migraine or been previously diagnosed with a headache disorder. 

Patients had to be in the interictal phase to be included in further analyses, defined as the absence of 

moderate or severe headache 24 hours prior, the day of, and 24 hours post-experimental session 

(confirmed by eDiary, 72-hour headache-free window). The Ethics Committee at the Vall d’Hebron 

hospital approved this study (PR(AG) 376/2017) and all participants provided informed, written 

consent prior to participating. At the end of the experimental session, participants received 15 euros 

as compensation. 
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Procedure and paradigm 

 Participants that contacted the laboratory in response to recruitment advertisements had to 

fill out two questionnaires: [i] a sociodemographic and anthropometric questionnaire, and [ii] a 

migraine screening questionnaire based on ICHD-3 criteria.(6) Next, a neurologist checked the 

diagnoses of those that were flagged as fit to continue and all of the participants were provided with 

an eDiary. If participants reported a headache or menstruation in the 24 hours prior to the 

experimental session, then their session was postponed accordingly. On the day of the EEG recording 

participants had to complete a series of psychiatric, clinical, and experimental session questionnaires. 

The psychiatric questionnaires consisted of the: BDI-II,(707) ASRS,(706) STAI,(734,735) and the 

Brief Symptoms Inventory (BSI).(748) Clinical questionnaires included the: HIT-6,(736) 

MIDAS,(749) MSQ,(738) Subjective Cognitive Impairment Scale for Migraine Attacks (Mig-S-

Cog),(750) Epworth Sleepiness Scale (ESS),(751) International Physical Activity Questionnaire 

(IPAQ),(752) and Hypersensitivity to Sound Test (GÜF/THS).(753) The questionnaires and eDiary 

were hosted using REDCap at the VHIR. 

 Next, participants underwent an EEG recording while performing a variant of the active 

auditory oddball paradigm.(379,534) A stream of auditory tones was presented binaurally and 

included standard 1500 Hz tones (probability of p = 0.6), infrequent 1620 Hz target tones (probability 

of p = 0.2), and novel sounds (probability of p = 0.2) (see Figure 21). Both the standard and infrequent 

target tones had a 60 ms duration and a rise and fall time of 5 ms. Novel sounds consisted of short 

excerpts of environmental sounds such as a car honking or dog barking and had an average duration 

of 60.95±7.61 ms. Auditory stimulation was presented using Presentation Software 18.1 

(NeuroBehavioral Systems, San Francisco, CA, USA) through Sony MDR-ZX310APB headphones 

at a sound pressure level (SPL) of 75 dB. The order of presentation was pseudo-random along with a 

SOA of 1200 ms (±100 ms). A black fixation cross (height, width: 13 pixels) was present in the center 

of the screen, on a black background, throughout the entire experiment and participants were 

instructed to maintain their eyes on the cross, at all times. They were also told to respond to the target 

tones as quickly and accurately as possible, while ignoring both the standard and novel sounds. The 

total duration of the auditory oddball paradigm was 25 minutes, and 500 trials (five blocks of 100 

trials) were presented. The entire experimental session lasted approximately 2.5 hours, including 

preparation and clean-up. 

 

EEG recording 

 Continuous, digitized EEG recordings (500 Hz sampling rate, no online filters) were obtained 

using an Enobio (Neuroelectrics Enobio, Barcelona) 20-electrode EEG cap. Electrodes were placed 
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at standard positions and consisted of Fp1/Fp2, F3/F4, F7/F8, Fz, Cz, Pz, C3/C4, T7/T8, P3/P4, 

P7/P8, O1/O2. A common mode sense (CMS) and driven right leg (DRL) electrode at the right 

mastoid were also applied. An electrode placed at the infraorbital ridge (right eye) was used to 

monitor eye movements. EEG activity was re-referenced offline to the mean activity of all the 

electrodes. The impedance cut-off was set at 15Ω and maintained throughout the experiment.  

 

EEG pre-processing 

 First, a 50 Hz, offline notch filter (type: stop-band Parks-McClellan Notch, order 180) was 

applied to each recording. The next pre-processing steps were different depending on whether or not 

the EEG data came from ERPs and power or ITC. This was done to avoid nonlinear phase distortions 

of the ITC.(200) Specifically for ERPs and power, a Butterworth infinite impulse response (IIR) band-

pass filter was applied from 0.1 Hz (high-pass: 0.1 Hz frequency, 2 order, -6 dB cutoff) to 100 Hz 

(low-pass: 100 Hz frequency, 4 order, -6 dB cutoff). On the other hand, for ITC, a Hamming 

windowed sinc FIR band-pass filter (zero-phase) was applied from 0.1 Hz (high-pass: 0.1 Hz 

frequency, 16500 order, -6dB cutoff) to 100 Hz (low-pass: 100 Hz frequency, 66 order, -6dB cutoff). 

Epochs were segmented for ERPs (100 ms to 1000 ms) and power/phase synchronization (-2000 ms 

to 2000 ms post-stimulus onset) for standard, target, and novel sounds, separately. A baseline 

correction from -100 ms to 0 ms (post-stimulus onset) was also applied.(379,534) Importantly, only 

correct trials were considered when obtaining the epochs and consisted of correct detection of the 

infrequent target sounds and no response to either standard or novel tones. For this kind of nested 

case-control study design, a sample size of 10-25 participants and at least 20 artifact-free trials per 

condition was determined to be sufficient.(754,755) Participants that did not meet the requirement of 

at least 20 artifact-free trials were excluded from further analyses (0 participants in our research 

study). An automatic detection process with subsequent visual inspection was used to remove trials 

with ±100 µV in the EEG or electro-oculogram (EOG). 

 Frequency-domain multiplication, which consists of the multiplication of the Fourier-derived 

spectrum of the ERP data by the wavelet spectrum was used for single trial convolution, and the 

inverse Fourier transform of the result was taken.(200) A complex Morlet with six cycles was used. 

Furthermore, for each frequency from 1 Hz to 40 Hz (linear increase), we extracted a separate time 

series of complex wavelet coefficients, which contained both real and imaginary components and 

were used to obtain the power and phase synchronization (ITC).(200) The baseline was used to get 

the power and both power and phase synchronization were extracted for each trial and averaged 

within-participants prior to achieving the grand average. 
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Analyses 

 

Behavioral analyses 

 Several behavioral metrics were obtained including RTs, the percentage of no-response 

(miss) trials (number of misses/number of hits), and the false alarm rates in response to standard and 

novel tones (number of standard/novel trials with a response/total number of standard/novel trials). 

Trials with RTs ±3 SDs from the participant’s mean were excluded. Group differences were assessed 

using two-sample t-tests. Finally, an ANOVA for standard stimuli values was executed with Time 

(Blocks 1-5) as the within-subject factor and Group (EM or HC) as the between-subject factor. 

 

Electrophysiological analyses 

 Separate analyses were carried out for standard trials and target/novel ones. With regard to 

standard trials, the amplitude of each component was obtained for each block and participant. The 

ERP mean amplitude was set-centered on the peak activity of each component, with N1 being the 

most negative peak between 75 ms and 125 ms; P2 the most positive peak between 175 ms and 225 

ms, and N2 the most negative peak between 250 ms and 350 ms. Meanwhile, for power and phase-

synchronization, frequency ranges were identified according to maximum activity as well as past 

literature (379,534) and consisted of theta (3-8 Hz, 0-400 ms), alpha (8-12 Hz, 0-200 ms) and beta-

gamma (12-40 Hz, 0-200 ms).  

 For target/novel trials, we calculated the difference waveform ERPs between novel/target and 

standard trials. Different components were obtained depending on whether the trial contained a novel 

or target stimulus (see Table 7 for a description of the cascade of sensory and attentional processes 

from MMN to RON involved in processing novel and target stimuli). In particular, for novel stimuli 

the: MMN (175-225 ms), early P3a (225-275ms), late P3a (275-325 ms), and RON (350-450 ms) 

were obtained. For target stimuli, on the other hand the components were: MMN (175-225 ms), P3b 

(450-550 ms), and RON (400-600 ms). The mean amplitude for each component was set-centered on 

the peak activity.  

 Next, a rmANOVA was carried out on data from standard trials, with Electrode Location (Fz, 

Cz, Pz) and Block (1-5) as within-subject factors and Group (EM or HC) as between-subject factors. 

Similarly, for novel/target trials, a rmANOVA was executed with Electrode location (Fz, Cz, Pz) as 

the within-subject factor and Group (EM or HC) as the between-subject factor. Post hoc t-tests were 

carried out, if necessary and p values were corrected for nonsphericity using the Greenhouse-Geisser 

correction, when needed.  
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Table 7. Cascade of novel and target stimuli effects on the sensory-attentional system. 

Type of 

Stimuli 
Component Polarity 

Peak 

(ms) 
Site Cognitive related processes 

Novel 

MMN - 175-225 
Fronto- 

central 

Early sensory detection of unexpected 

changes. Related to automatic attentional 

capture. 

Early P3a + 225-275 Central Post-sensory detection of unexpected events 

Late P3a + 275-325 
Frontal and 

parietal 
Attentional processing of unexpected events 

RON - 350-450 
Fronto- 

central 

Disengagement from stimuli and re-

orientation back to the main task. Related to 

attentional resources, processing ease, and/or 

efficiency 

Target 

MMN - 175-225 
Fronto- 

central 

Early sensory detection of unexpected 

changes. Related to automatic attentional 

capture. 

P3b + 300-600 
Centro- 

parietal 

Related to memory comparisons based on 

context, required for behavioral response 

RON - 400-600 
Fronto- 

central 

Disengagement from stimuli and re-

orientation back to the main task. Related to 

attentional resources, processing ease, and/or 

efficiency 

In response to novel stimuli, the following ERPs appear (in order of appearance): mismatch negativity (MMN), 

early P3a, late P3a, and re-orienting negativity (RON).(161,164,165) In response to target stimuli, the following 

ERPs appear (in order of appearance): MMN, P3b, and RON.(161,164,165,170,679). Reproduced from Vilà-

Balló et al.(756) 
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5.1. Developing a task to study the exogenous and endogenous mechanisms of sensory-

attentional processing 

 

Analyses 

 

Participants 

 Six participants were discarded for a variety of reasons including a: mean false alarm rate > 

30% (one participant), mean hit rate > 90% on invalidly-cued trials (484) (two participants), technical 

problems (two participants), and less than 50 clean trials on any condition post-artifact rejection (see 

EEG analysis section). Once the exclusions were carried out, 30 participants remained in the final 

sample (21.70±2.18 years old, range: 18-28 years). Scores on the psychiatric questionnaires remained 

within the normal range for both ADHD (ASRS: 1.73±1.62) and depression (BDI-II: 4.83±4.57). 

 

Hazard rate 

 To assess the predictability of our task as compared to the original paradigm,(484) HRs were 

calculated (see Figure 37 E). In our research study, the HR was fairly constant between the first and 

last conditions (small slope) in comparison to the HR reported for Kizuk and Mathewson,(484) which 

differed a lot more between the first and last conditions (larger slope). This would indicate that in 

Kizuk and Mathewson’s task target predictability differed a lot between conditions, consistent with a 

common bias in temporal attention paradigms, whereas in our task this bias would appear to be 

reduced, with similar target predictability in each condition. 

 

Behavioral analyses 

 To assess the effect of spatial validity and relative phase on behavioral performance, separate 

rmANOVAs were carried out on hit rates and RTs. Hit rates were categorized according to spatial 

validity (valid, invalid) and relative phase (anti-phase, in-phase) (see Figure 37 A, B). The four 

possible target SOAs (anti-phase 1, in-phase 1, anti-phase 2, in-phase 2) were collapsed as a function 

of relative phase (anti-phase or in-phase) for the subsequent behavioral analyses. Spatial validity and 

relative phase were considered as the within-subject factors for the subsequent rmANOVA analysis. 

First, a significant main effect of spatial validity was detected, F(1,29) = 22.166, p = −5.7 × 10−5, f = 

.874, BF10 = 2.1 × 1011, indicating that hit rates in response to valid trials were increased (62.0±19.5%) 

as compared to invalid trials (40.6±26.6%). In contrast, the main effect of relative phase was not 

significant F(1,29) = 1.448, p = .239, f = .225, BF10 = .261, which would imply that hit rates between 

anti-phase (56.5±17.7%) and in-phase (55.3±19.8%) were similar. The interaction between spatial 

validity and relative phase was also not significant, F(1,29) = .016, p = .901, f = .032, BF10 = .284, 
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meaning that these two variables did not modulate each other. Importantly, the Bayes Factor estimates 

provided strong evidence in favor of H1 with regard to spatial validity and moderate evidence in favor 

of H0 for relative phase and the interaction between the two. 

 Next, RTs were assessed using the same rmANOVA design (see Figure 37 C, D). Two 

participants did not have any correct responses on invalid trials and were not included in this analysis, 

although this did not serve as an exclusion criterion for other analyses. In terms of spatial validity, a 

significant main effect was reported F(1,27) = 43.432, p = 4.5 × 10−7, f = 1.269, BF10 = 1.3 × 109, 

meaning that participants were significantly faster to respond to validly cued trials (454.5±14.0 ms) 

than invalidly cued ones (493.1±14.5 ms). However, with regard to relative phase, the main effect 

was not significant, F(1,27) = .968, p = .334, f = .190, BF10 = .217, which would indicate that RTs in 

response to anti-phase (458.0±14.3 ms) targets was not significantly different from the RTs in 

response to in-phase (462.7±13.7 ms) targets. The interaction between the two variables of spatial 

validity and relative phase was also not significant F(1,27) = .257, p = .616, f = .095, BF10 = 0.287, 

indicating once again that these variables exerted independent effects on behavioral performance. The 

Bayes Factors estimates indicated strong evidence in favor of H1 for spatial validity and moderate 

evidence in favor of H0 for both temporal validity and the interaction between the two variables.  

 Finally, to examine the presence of a potential response bias in either direction, we calculated 

a response criterion. In this research study, the response criterion was -4.5103x10-17, which is 

practically equal to 0, indicating that participants did not hold a response bias. 

 

Individual alpha frequency 

 To assess the IAF, we plotted and assessed the results of a violin plot. As seen in Figure 37 

F, most of the data in the shaded area (median: 10.80 Hz; IQR: 9.25-12.35 Hz) was concentrated 

around 11 Hz, within the alpha band frequency range. 

 

 



    

 

135 

 

 

Figure 37. Visual representations of the behavioral analyses on hit rates and reaction times (RTs) as well as the 

Hazard rate (HR) and IAF. A. Mean hit rates with their standard errors of the mean (SEM), represented using line 

graphs, as a function of relative phase (x axis) and spatial validity (separate lines). B. Hit rates represented using 

violin plots and separated as a function of spatial validity and relative phase (anti-phase, in-phase). Dots depict 

individual data, central squares the median, and vertical lines the interquartile range (IQR). C. Mean RTs with their 

SEM represented using line graphs, as a function of relative phase (x axis) and spatial validity (separate lines). D. 

Reaction times represented using violin plots and separated as a function of spatial validity and relative phase (anti-

phase, in-phase). Dots depict individual data, central squares the median, and vertical lines the IQR. Dark grey lines 

and bars refer to spatially valid whereas light grey represent spatially invalid data. E. The HR for our task (12 time 

points) and Kizuk and Mathewson’s task (515) (four times). F. IAF (5-15 Hz), depicted using a violin plot, at the 

selected ROI. An alpha peak was detected in all participants except one. 

 

Cue-locked EEG data analysis 

 Data was time-locked to different temporal points and a visual inspection of cue-locked ERPs 

and ITC (see Figure 38) was carried out at both Pz and Oz electrodes. The cue-locked time window 

permitted us to examine neural entrainment over the course of the first eight entrainers, common to 

all trials. Here, target-present and target-absent trials were collapsed together given that the time 

window of interest (-200 ms to 1542 ms; baseline: -200 ms to 0 ms) did not extend into the target 

period. A visual inspection of the ERPs yielded an alignment between the peaks in the neural activity 

and the entrainer onset times. Next, in terms of ITC, an increase was observed around the entrained 

12 Hz frequency, which persisted throughout the entire entrainer period, providing tentative support 

for neural entrainment. This effect was visible at both electrodes, although it did appear to be greater 

at the Oz electrode, both in terms of ERP alignment and ITC activity. In the next section, we will 

discuss the statistical analyses carried out on cue-locked data. 
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Figure 38. Cue-locked data event-related potentials (ERPs) and inter-trial coherence (ITC) for both the Pz and Oz 

electrodes. A. Cue-locked grand average ERP, with the shaded area corresponding to the standard error of the mean 

(SEM), at Pz electrode. B. Cue-locked grand average ERP, with the shaded area corresponding to the SEM, at Oz 

electrode. C. Cue-locked ITC at the Pz electrode. D. Cue-locked ITC at the Oz electrode. The time window of interest 

for this analysis was -200 ms to 1542 ms (baseline -200 ms to 0 ms). The vertical lines represent, in order of 

appearance, the cue, fixation cross, and first eight entrainers. Only correct trials were analyzed and data was 

represented across spatial validity and relative phase, as well as target-present and target-absent trials. An increase 

in the ITC at 12 Hz is observed throughout the series of entrainers. A topographical map of the ITC between 10-14 

Hz is shown (representing the time window from the first to the eighth entrainer). 

 

Cross-coherence between entrainers and EEG response  

 To assess the alignment between the internal oscillatory activity and the external entrainers, 

during the presentation of the first eight entrainers, a cross-coherence analysis was carried out. The 

value of the spectral cross-coherence between the real and artificial signal was extracted for all 

frequencies and averaged across both trials and participants. Next, the output was investigated to 

check for the presence of a peak at the entrained 12 Hz frequency. The results indicated an average 

peak height of 0.24 for the Pz electrode and 0.28 for the Oz electrode at 12 Hz. When these peaks 

were evaluated for significance, both yielded a significant p value (Pz: 5 x 10-9; Oz: 5 x 10-10), which 

would indicate the presence of the anticipated 12 Hz frequency peak in the cross-coherence between 

the neural oscillatory activity and the entrainers. 

 

Entrainer-locked analysis 

 To further confirm the presence of neural entrainment, activity was time-locked to the last 

entrainer (entrainer-locked) and the time window ranging from the last entrainers to the target period 

was examined. Here, trials were separated as a function of target-present and target-absent conditions 

(Figure 39). Complex Morlet wavelets were used to estimate the ITC and for visualization purposes. 

An inspection of Figure 39 would indicate an increase of the ITC around the entrained 12 Hz 

frequency throughout the last entrainers and into the target period, for both Pz and Oz electrodes. 
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Importantly, this increment in the ITC persisted in both electrodes on both target-present and target-

absent trials, indicating that, even in the absence of target stimuli, endogenous activity remained 

entrained for some time post-entrainer offset. 

 

 

Figure 39. Entrainer-locked data inter-trial coherence (ITC) for target-present and target-absent trials, at both Pz 

and Oz electrodes. For visual purposes, the data represented was obtained using complex Morlet wavelets. A. ITC 

on target-present trials (Pz electrode). B. ITC for target-absent trials (Pz electrode). C. ITC for target-present trials 

at the Oz electrode. D. ITC for target-absent trials (Oz electrode). The time window for this analysis was -600 ms to 

675 ms (no baseline). The last entrainers are represented using white vertical lines whereas black solid lines illustrate 

the four possible anti-phase and in-phase times (41.5, 88.3, 125, 166.6 ms post-last entrainer). Black pointed lines 

represent one additional cycle (anti-phase: 208.25 ms and in-phase: 250 ms) for the phase alignment analyses. Only 

correct trials were included, and epochs were collapsed across relative phase and spatial validity. Once again, an 

increase in the ITC around 12 Hz was observed throughout the last entrainers and in the target period. Separate 

topographies are shown for target-present (left) and target-absent (right) trials of the ITC at 10 to 14 Hz from the 

onset of the last entrainer to the last possible target onset time. 

 

12 Hz phase at target onset on target-present and target-absent trials 

 Phase alignment to anti-phase and in-phase target onsets was statistically analyzed using 

target-locked data, where EEG activity was time-locked to target onset on target-present trials and 

expected target onset on target-absent trials. These analyses were carried out at both Pz and Oz 

electrodes and only correct, artifact-free trials were included. The mean phase at anti-phase and in-

phase onsets was calculated for both target-present and target-absent trials and all participants, with 

the latter being of particular importance to study endogenous oscillations without the influence of 

evoked activity from ERPs in response to the target.(465,702) For each participant, the single-trial 

phase for each condition (target-present anti-phase, target-present in-phase, target-absent anti-phase, 

target-absent in-phase) was extracted and used to calculate the angular difference (anti-phase – in-
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phase). To provide support for the persistence of neural entrainment into the target period, we 

anticipated a 180° phase separation between anti-phase and in-phase temporal moments at the 

entrained 12 Hz frequency for both target-present and target-absent conditions (see Figure 40). The 

circular V-test was significant at the Pz electrode for both target-present, p = 1.12 × 10−5 and target-

absent, p = 3.58 × 10−4 trials, and similar results were obtained for Oz (target-present p = 6.26 × 10−6, 

target-absent: p = 5.22 × 10−5). These results would indicate that the angular differences between anti-

phase and in-phase trials at the 12 Hz entrained frequency and both target-present and target-absent 

conditions were not randomly distributed. Specifically, the difference between anti-phase and in-

phase (angular difference) temporal moments was around the expected 180° indicating opposite 

alignment of single-trial phase, contingent on relative phase (descriptive statistics in Table 8). 

 

 

Figure 40. Schematic illustrations of the activity on target-locked trials, separating as a function of target-present 

and target-absent data. Once again, for visual purposes, the phases were obtained using complex Morlet wavelets. 

A. Target-present trials at Pz electrode. B. Target-absent trials at Pz electrode. C. Target-present trials at Oz 

electrode. D. Target-absent trials at Oz electrode. Each section contains four graphs. The top right illustrates the 

broadband ERPs with the shaded areas representing the SEM, time-locked to target onset (target-present) or 

expected target onset (target-absent trials) over a time window from -200 ms to 250 ms (baseline: -200 ms to 0 ms). 

On the top right, the circular graphs show for each participant (dots), the mean angular difference of the phase 

between in-phase and anti-phase trials. The length of the arrow indicates how representative the grand average of 

the mean difference is. A 180° difference can be observed at 12 Hz between in-phase (grey) and anti-phase (black) 

trials. The bottom (right and left) indicates circular histograms. The bars indicate the proportion of trials (pooled 

across participants with no phase re-alignment for the twenty bins) for anti-phase (left) and in-phase (right). An 

opposite phase preference for in-phase and anti-phase can be observed on both target-present and target-absent 

trials. 



    

 

139 

 

Table 8. Circular separation (in-phase – anti-phase) analyses as a function of target-present and target-absent 

trials and Pz and Oz electrodes. 

Data was extracted using complex Morlet wavelets. 

 

Phase alignment in the absence of external signal 

 To provide further support for the presence of neural entrainment in the narrow sense, an 

additional analysis was carried out to check whether neural entrainment persisted post-entrainer offset 

for some time before the neural oscillators relaxed back to their eigenfrequencies. To evaluate the 

phase concentration around the entrained 12 Hz frequency, a similar Montecarlo procedure was 

carried out (see Cue-locked analyses) on entrainer-locked data from 41.5 ms to 250 ms post-last 

entrainer. This time window was selected to evaluate three cycles after the offset of the last entrainer, 

with a single cycle referring to one anti-phase and successive in-phase temporal moment. The 

resulting p values were corrected using the FDR procedure and when compared to the pre-established 

significance value (p < .05). All of the p values were statistically significant at all of the time points 

and for both electrodes. Therefore, the internal oscillators remained aligned to the external rhythm 

and this alignment persisted for at least three cycles post-entrainer offset, which would support the 

presence of neural entrainment in the narrow sense.  

 

Control analyses 

 To ensure that the previous results were not altered due to temporal smearing of evoked 

activity, a series of control analyses using STFTs were carried out. [i] In terms of phase concentration 

over the last eight entrainers, last-entrainer locked ITC data was examined and significant phase 

Electrode Condition Circular degrees (°) Separation (in-phase – anti-phase) 

Pz 

Target-present anti-phase 4.69° 

158.41° 

Target-present in-phase 163.1° 

Target-absent anti-phase 26.5° 

147.8° 

Target-absent in-phase 174.3° 

Oz 

Target-present anti-phase 18.52° 

151.28° 

Target-present in-phase 169.80° 

Target-absent anti-phase 17.27° 

162.13° 

Target-absent in-phase 179.40° 
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concentration over all time points and at both electrodes was found (p < .05; FDR was applied to p 

values to adjust for multiple comparisons). [ii] Phase opposition results were replicated and once 

again the anticipated 180° phase separation was confirmed, as seen through the significant circular 

V-test results. This would indicate that the phase was not randomly distributed and was confirmed 

for both target-present (Pz: p = 1.15 × 10−3; Oz: p = 2.99 × 10−4) and target-absent trials (Pz: p = 2.60 

× 10−4; Oz: p = 3.65 × 10−5) (see Table 9). [iii] Circular correlations on target-absent trials were 

explored comparing the 12 Hz phase post-last entrainer offset (10 ms post-onset) and the 12 Hz phase 

at all four expected target SOAs (anti-phase 1, in-phase 1, anti-phase 2, in-phase 2). The results of 

these circular correlations were all significant, at all time points and both electrodes (Table 10).  

 Finally, to check whether 12 Hz phase had an influence on behavior, [iv] a circular correlation 

between phase and RTs was carried out. In this case the phase was extracted at 166 ms pre-target to 

avoid contamination from the target and RTs considered all four possible target onsets. Results 

yielded a significant correlation at in-phase 1 between 12 Hz phase and RTs, but not at any of the 

other onsets (see Table 11). Finally [v] a phase opposition analysis comparing response type (correct, 

incorrect) and target onset time as a function of relative phase (anti-phase, in-phase) was carried out. 

The results of this analysis were not significant between correct and incorrect trials (see Table 12).  

 

Table 9. Circular separation (in-phase – anti-phase) analysis as a function of target-present and target-absent trials 

and the Pz and Oz electrodes. 

Data was extracted using short time Fourier transforms. 

Electrode Condition Circular degrees (°) Separation (in-phase – anti-phase) 

Pz 

Target-present anti-phase 18.34° 

171.60° 

Target-present in-phase 160.00° 

Target-absent anti-phase 21.91° 

163.93° 

Target-absent in-phase 177.22° 

Oz 

Target-present anti-phase 37.42° 

165.52° 

Target-present in-phase 153.75° 

Target-absent anti-phase 6.57° 

168.16° 

Target-absent in-phase 169.02° 



    

 

141 

 

Table 10. Circular correlations between 12 Hz phase (10 ms after last entrainer offset) and on the temporal moments 

where targets should occur on target-absent trials, as a function of the four possible target onset times. 

 

Table 11. Circular correlations between 12 Hz phase at 166 ms pre-target onset and the reaction-times for target-

present trials, as a function of the four possible target onset times. 

 

Table 12. Phase (166 ms pre-target) opposition between correct and incorrect trials, post-last entrainer offset, as a 

function of target onset time type (anti-phase, in-phase). 

 

EEG alpha power lateralization 

 Alpha activity in the pre-stimulus window (between the offset of the cue and the onset of the 

first entrainer) was examined to see whether the cue prompted the expected inter-hemispheric 

imbalance of alpha power typical to spatial attention orienting. Only correct trials were used, and 

alpha lateralization was examined over 7-14 Hz. Cue-locked data (0 ms to 1542 ms) was used to 

obtain power and the lateralization index (ipsi – contra) was assessed between 375 ms to 875 ms over 

the left ROI. The inter-subject average lateralization index was compared using a right-tailed paired 

t-test against zero (see Figure 41 for a violin plot of the individual distribution). The results of this t-

test were significant, t(29) = 1.882, p = .035, d = .344, which would provide support for correct 

orienting of spatial attention post-cue (see Figure 41). 

 

Electrode Last vs. Anti-phase 1 Last vs. In-phase 1 Last vs. Anti-phase 2 Last vs. In-phase 2 

Pz p < 1.000 x 10-100 p = 7.545 x 10-73 p = 4.481 x 10-26 p = 6.470 x 10-10 

Oz p < 1.000 x 10-100 p = 6.727 x 10-61 p = 6.989 x 10-14 p = 2.816 x 10-08 

Electrode Anti-phase 1 In-phase 1 Anti-phase 2 In-phase 2 

Pz p = .595 p = .049 p = .656 p = .608 

Oz p = .948 p = .008 p = .855 p = .699 

Electrode Anti-phase In-phase 

Pz p = .979 p = .976 

Oz p = .955 p = .999 
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Figure 41. Alpha power lateralization analyses. A. Alpha (7-14 Hz) power lateralization over the time window from 

0 ms to 1542 ms (no baseline, post-cue). Only correct trials were included. The lateralization index was obtained 

subtracting attended left average alpha power (ipsi left – contra left) from the attended-right average alpha power 

(ipsi right – contra right) and dividing by the sum of the two. The topographic plot showed the average alpha power 

(7-14 Hz) for each electrode ipsilateral and contralateral to the cue on both left and right cue (attended-left/attended-

right) trials, computed over the time window between 375 ms to 875 ms (relative to the cue and 500 ms before the 

first entrainer). We used real activity for the left electrodes and simulated activity for the right electrodes. Similarly 

for the left cue, we used the real activity for the right electrodes and the simulated for the left electrodes. B. The bar 

graph shows the average alpha power at 7 – 14 Hz over the time window from 375 ms to 875 ms relative to the cue 

onset, for the electrodes contralateral (light grey) and ipsilateral (dark grey) to the cue on both left and right cue 

sides (attended-left/attended-right). C. The lateralization index plotted using a violin plot (dots represent individual 

participant data). 
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5.2. Assessing the exogenous and endogenous mechanisms of sensory-attentional processing in 

interictal EM and HC, using a neural entrainment task 

 

Analyses 

 

Participant demographics and migraine characteristics 

 Once the experimental session was finalized, exclusion criteria were revised, and several 

participants were excluded from the final sample. Fourteen EM were excluded in total. The reasons 

consisted of technical problems (three EM), a mean false alarm rate > 30% (two EM), a hit rate > 

90% on invalid trials (one EM), matching (one EM), < 50 clean trials post-artifact rejection (one EM), 

and for being outside of the interictal phase during the experimental session (six EM; confirmed with 

eDiary). Meanwhile, seven HC were discarded for the following reasons: technical problems (one 

HC), a mean false alarm rate > 30% (one HC), < 50 clean trials post-artifact rejection (one HC) and 

for matching purposes (three HC). Post-exclusions, 40 participants, specifically 20 EM and 20 HC, 

made up the final sample. Both groups were age- and gender-matched. In terms of questionnaire 

results, no significant differences between groups were observed regarding psychiatric variables or 

sensory sensitivity (see Table 13). Despite their low-frequency diagnosis, the clinical questionnaires 

indicated that EM had some headache-related impact and moderate disability (see Table 13).  
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Table 13. Descriptive statistics and the results of two-sided, unpaired t-tests of equal variance, or two-sided, 

nonparametric Mann-Whitney U tests on demographic, clinical, and psychiatric variables between healthy controls 

and patients with episodic migraine. 

Continuous normally distributed variables were reported using means and standard deviations (mean±SD) 

whereas not normally distributed variables were reported with medians and interquartile ranges (median [IQR]). 

Null hypotheses were assessed using two-sided, unpaired t-tests of equal variance and two-sided, non-

parametric Mann-Whitney U tests, respectively. Bold values indicate significant differences between groups. 

 

 

 

 

Variables EM HC p 

N 20 20 - 

Gender (% of females) 100 100 - 

Age, years 

Mean ± SD 

Range 

 

22.76 [2.610] 

20-33 

 

22.06 [2.265] 

19-28 

 

.152 

Education level 7.00 [0.000] 7.00 [0.250] .729 

STAI-State (score) 11.50 [10.750] 10.50 [5.500] .818 

STAI-Trait (score) 23.45±11.06 19.8±5.36 .192 

BDI-II (score) 4.00 [4.250] 2.00 [4.250] .253 

ASRS (score) 1.50 [2.000] 1.00 [2.250] .309 

Frequency(days/month) 2.65±2.66 NA - 

MIDAS (score) 11.00 [21.500] NA - 

HIT-6 (score) 54.95±6.920 NA - 

MSQ (score) 33.92 [11.315] NA - 

Accompanying symptoms of headache (%) of participants  

Aura 

Nausea/vomiting 

Photophobia 

Phonophobia 

55.00 

65.00 

75.00 

80.00 

NA 

NA 

NA 

NA 

- 

- 

- 

- 

SPQ Total (score) 113.11±18.460 117.05±18.120 .505 

SPQ Vision (score) 28.79±4.590 30.40±4.790 .291 

SPQ Motion (score) 8.00 [2.500] 7.00 [2.500] .955 

SPQ Brightness (score) 5.42±1.770 6.15±1.310 .151 

SPQ Color (score) 5.00 [2.500] 6.00 [2.000] .070 

SPQ Acuity (score) 11.00 [1.000] 10.50 [2.500] .909 



    

 

145 

 

Behavioral analyses 

 To examine the effects of spatial validity, relative phase, and participant group on behavioral 

performance, rmANOVAs were executed using a 2 (spatial validity: valid, invalid) x 2 (relative phase: 

anti-phase, in-phase) x 2 (participant group: EM, HC) design on both hit rates and RTs (see Figure 

42). For analysis purposes, the four target SOAs were collapsed as a function of anti-phase or in-

phase. First, in terms of hit rates (Figure 42 A and C), a main effect of spatial validity was observed, 

F(1,38) = 32.140, p = 1.62x10-6 indicating increased hit rates in response to spatially valid targets 

(61.9±17.7%) as compared to spatially invalid ones (44.4±25.7%). The main effect of relative phase, 

on the other hand, was not significant, F(1,38) = 0.315, p = .578, which would imply that the hit rates 

on anti-phase trials (53.4±23.4%) did not significantly differ from those on in-phase trials 

(53.0±24.0%). Furthermore, the interaction between spatial validity and relative phase was also not 

significant, F(1,38) = 0.642, p = .428, which would appear to indicate that these variables were not 

mutually dependent. In terms of group differences, the main effect of Group was not significant, 

F(1,38) = 0.288, p = .595, meaning that both HC (54.8±25.6%) and EM (51.5±21.6%) had similar hit 

rates. The remaining interactions were also not significant: spatial validity x relative phase x 

participant group: F(1,38) = 0.186, p = .669; spatial validity x participant group: F(1,38) = 0.702, p 

= .407; and relative phase x participant group: F(1,38) = 3.527, p = .068, which would indicate that 

none of these variables modulated each other. 

 The same analysis was repeated on RTs (Figure 42 B and D). Two participants were excluded 

from this analysis due to a lack of correct responses to invalid conditions (only correct trials were 

included). Similarly, to (739) this was not a criterion for exclusion from other analyses. Once again, 

the rmANOVA yielded a main effect of spatial validity, F(1,36) = 34.546, p = 1.01x10-6, indicating 

decreased RTs to spatially valid trials (0.462±0.064 ms) as compared to spatially invalid ones 

(0.497±0.066 ms). No significant main effect of relative phase was observed, F(1,36) = 0.916, p  = 

.345, with similar RTs in response to anti-phase (0.477±0.07 ms) and in-phase targets (0.481±0.065 

ms). The interaction between spatial validity and relative phase was also not significant, F(1,36) = 

1.721, p = .198, once again indicating that these variables did not appear to modulate each other. 

Concerning group effects, the lack of a main effect of Group also confirmed that RTs were similar 

between HC (0.474±0.08 ms) and EM (0.484±0.05 ms). Finally, none of the remaining interactions 

involving the factor Group were significant: spatial validity x relative phase x participant group: 

F(1,36) = 0.065, p = .800; spatial validity x participant group: F(1,36) = 1.568, p = .219; relative 

phase x participant group: F(1,36) = 0.047, p = .830, suggesting that these variables were not 

interdependent. 
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Figure 42. Behavioral analyses of hit rates and reaction times (RTs) for all participants, patients, and controls. A. 

Line graphs of the mean hit rates with their standard errors of the mean (SEM) with relative phase represented on 

the x-axis and spatial validity plotted using separate lines. B. Line graphs of the mean RTs with their SEM. Relative 

phase is represented on the x-axis and spatial validity plotted using separate lines. C. Violin plots of the hit rates with 

relative phase on the x-axis and spatial validity plotted separately. In this plot, the four target SOAs (anti-phase 1, 

in-phase 1, anti-phase 2, in-phase 2) are collapsed into two categories, anti-phase and in-phase. Individual data is 

plotted using dots and the median and interquartile range (IQR) correspond to the central squares and vertical lines, 

respectively. D. Violin plots of the RTs with relative phase on the x-axis and spatial validity plotted separately. In 

this plot, the four target SOAs are collapsed into two categories, anti-phase and in-phase. Individual data is plotted 

using dots and the median and IQR correspond to the central squares and vertical lines, respectively. In all four 

graphs, dark grey lines and bar colors indicate spatially valid conditions, whereas light great represent spatially 

invalid ones. Additionally, in each set of graphs, the data of all participants is plotted on the left, patient data is 

plotted on the top right and control data is plotted on the bottom right. 

 

Reality check: IAF   

 Next, the IAF was evaluated post-cue and prior to entrainer onset to see at which frequency 

we could observe a peak. Both participant groups were found to have peaks in the alpha frequency 

range, as seen by looking at the shaded area of the violin plots representing the kernel density 

estimation (Figure 43). HC had a median value of 10.95 Hz (IQR: 10.15 Hz – 11.55 Hz) and EM had 

a median value of 11.20 Hz (IQR: 10.65 Hz – 11.58 Hz).  
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Figure 43. Violin plots of the individual alpha frequency (IAF) for both headache-free controls (HC) and patients 

with episodic migraine (EM). A. Violin plot of the IAF between 5 and 15 Hz at the pre-established ROI for HC. All 

HC had a peak in alpha. B. Violin plot representing the IAF between 5 and 15 Hz at the pre-established ROI for EM. 

An alpha peak was detected in all of the EM, with one exception. 

 

Cue-locked analysis 

 To examine neural entrainment over the first eight entrainers (common to all trials), EEG 

activity was time-locked to the onset of the cue (-200 ms to 1542 ms, baseline: -200 ms to 0 ms), and 

ERPs and ITC were extracted (see Figure 44). Given that this time window did not extend into the 

target period, target-present and target-absent trials were collapsed together along with spatial validity 

and relative phase conditions. A preliminary look at the ERPs indicated alignment of the ERP peaks 

with the entrainer onset times. Furthermore, an increase and persistence of the ITC over the entrainer 

period was observed (Figure 44). These observations were seen in both EM and HC.  

 Next, to evaluate whether the phase remained concentrated around 12 Hz throughout the first 

eight entrainers (875 ms to 1458 ms), Montecarlo permutation tests on the phase were executed. 

Significant p values (alpha cut-off for significance: p < .05; FDR-corrected) were detected at all time 

points and for both participant groups. The results of this analysis would provide additional support 

for the presence of neural entrainment in both HC and EM. 

 Finally, ITC values were evaluated over 10-14 Hz between HC and EM. Three different time 

windows were inspected including: [i] the cue window (0 ms to 200 ms), [ii] from cue offset to first 

entrainer onset (200 ms to 875 ms), and [iii] between first entrainer onset and eighth entrainer offset 

(875 ms to 1542 ms). No significant differences in ITC between groups were detected at any of the 

three time windows: [i] t(38) = -1.738, p = .090; [ii] t(38) = -0.061, p = .951 and [iii] t(38) = -0.361, 

p = .720, which would appear to indicate that both groups had similar neural synchronization. 

 

Cross-coherence 

 Next, to evaluate whether the internal oscillatory activity was significantly aligned with the 

entrainment signal, a cross-coherence analysis was carried out on both participant groups, separately. 

The cross-coherence values were calculated and assessed for a significant peak at 12 Hz. HC 
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displayed the expected peak in the cross-coherence at 12 Hz with an average height of 0.245 and an 

associated p value of 1.860x10-8. EM also displayed a peak at 12 Hz with an average height of 0.285 

and a p value of 2.006x10-11. Given the significant p values in both groups, additional evidence was 

provided for the presence of neural entrainment in both HC and EM. 

 

 

Figure 44. Cue-locked data event-related potentials (ERPs) and inter-trial coherence (ITC) for both patients with 

episodic migraine (EM) and headache-free controls (HC) at the Pz electrode. A. Plot of the grand-average ERP and 

its SEM at the Pz electrode for HC. B. Plot of the grand-average ERP and its SEM at the Pz electrode for EM, 

interictally. C. Cue-locked ITC at the Pz electrode for HC. D. Cue-locked ITC at the Pz electrode for EM. The time 

window of interest for these graphs went from -200 ms to 1542 ms (baseline: -200 ms to 0 ms). Vertical lines were 

used to represent the cue, fixation cross, and the first eight entrainers. Only correct, artifact-free trials were used 

and data epochs were collapsed across both spatial validity, relative phase, and also target-present/target-absent 

conditions. As can be seen, an increase in the ITC over the first eight entrainers, around 12 Hz was observed. A 

topographical plot for both HC (left) and EM (right), of the ITC at 10-14 Hz over the entrainer period is shown. 

 

Entrainer-locked analysis 

 Given that the previous analyses only examined neural entrainment over the first eight 

entrainers, we wanted to verify that neural entrainment extended through the last entrainers and into 

the target period (see Figure 45). To accomplish this, EEG activity was time-locked to the last 

entrainer offset (-600 ms to 600 ms) and separated according to target-present and target-absent 

conditions for both participant groups. In this case, we collapsed all of the target SOAs (anti-phase 1, 

in-phase 1, anti-phase 2, in-phase 2) together. Here, the ITC was estimated using complex Morlet 

wavelets. Once again, as seen in Figure 45, an increase of the ITC around the entrained 12 Hz 

frequency was apparent in both participant groups, across the last eight entrainers as well as during 

the target period, on both target-present and target-absent trials. This would indicate that the entrained 

activity persisted into the target period, even in the absence of a target.  

 Next, for statistical analyses we began by assessing phase alignment in both groups over the 

time window from 41.5 ms to 250 ms, with respect to the last entrainer using a similar Montecarlo 

procedure as the cue-locked analyses. The length of this time window was expressly selected to 
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contain three cycles of anti-phase and in-phase temporal moments. When the resulting FDR-corrected 

p values were compared to the pre-established significance value (p < .05), all of them were deemed 

to be statistically significant across the length of the time window and for both participant groups. 

This analysis would indicate the presence of persistent alignment at the 12 Hz frequency, as seen for 

at least three cycles post-entrainer offset, between the internal oscillators and the external rhythm. 

Subsequently, group comparisons on the ITC values from 10-14 Hz were assessed at two different 

time windows: [i] over the last entrainers (-600 ms to 0 ms) and [ii] during the target period (0 ms to 

167 ms), for target-present and target-absent trials separately. For the first time window [i] no 

significant differences between groups were found on either target-present, t(38) = -0.051, p = .960, 

or target-absent t(38) = -0.440, p = .663, trials. At the second time window [ii], ITC values were also 

similar between groups, with no significant differences on either target-present, t(38) = 0.099, p = 

.922, or target-absent, t(38) = 0.197, p = .845 trials. These results would appear to indicate that neural 

synchronization over these time windows was similar in both EM and HC. 

 

 

Figure 45. Entrainer-locked inter-trial coherence (ITC) data from complex Morlet wavelets for both patients and 

controls at the Pz electrode. A. Target-present data at the Pz electrode for HC. B. Target-absent data at the Pz 

electrode for HC. C. Target-present data at the Pz electrode for EM. D. Target-absent data at the Pz electrode for 

EM. The time window of interest here went from -600 ms to 675 ms (no baseline). Vertical lines depict the last eight 

entrainers (white), the four target SOAs (black, solid) and one additional cycle on anti-phase and in-phase times 

(black, discontinuous). Only correct artifact-free trials were included and epochs were collapsed across both spatial 

validity and relative phase. A clear increase in the ITC around 12 Hz can be observed through the last entrainers 

and the target period. Separate topographical maps are also shown for both target-present and target-absent trials 

of the ITC from 10-14 Hz. The time window for the topographies is from the last entrainer onset to the last possible 

target time point. 
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12 Hz phase at target-present and target-absent trials 

 To assess phase opposition, EEG activity was time-locked to the target onset (target-present) 

or expected target onset (target-absent). Trials were further separated as a function of anti-phase or 

in-phase targets. Only correct trials were included in these analyses and a minimum of 50 artifact-

free trials per condition was required. Single trial phase values were obtained for each participant and 

condition at 12 Hz. ERPs as well as single trial phase values were plotted (Figure 46). In terms of the 

ERPs, phase opposition between anti-phase and in-phase was observed at target or expected target 

onset (0 ms, see Figure 46) for both target-present and target-absent conditions and HC and EM. The 

circular histograms of the single trial phases pooled over trials, also showed nonuniform and opposite 

distributions of anti-phase and in-phase temporal moments, for both target-present and target-absent 

conditions and both participant groups (Figure 46). Finally, the mean angular difference between anti-

phase and in-phase trials, as seen in the circular graphs (Figure 46), appeared to show a concentration 

around 180° for both participant groups and target-present and target-absent conditions, which 

seemed similar in both groups. 

 Next, statistical analyses were carried out to provide support to the visual observations. First, 

circular V tests,(731) with the single trial phase pooled over all trials and participants, were carried 

out at Pz. An a-priori hypothesis of 180° phase separation between anti-phase and in-phase temporal 

moments was expected to confirm neural entrainment. The circular V test was significant for both 

target-present (HC: p = .008, EM: p = 1.745x10-5) and target-absent conditions (HC: p = .044, EM: p 

= 9.800x10-4), which would indicate that the radial differences were nonuniform and had a specific 

mean direction (in this case the expected 180°) (see Table 14 and 15 for descriptive circular statistics). 

Next, a Watson-Williams test was carried out to test for group differences and no significant 

differences were found at either target-present, p = .466, or target-absent, p = .527 conditions. 

Therefore, both participants groups had similar mean radial differences. Also, concentration metrics 

including kappa, mean vector length (longer vector lengths indicate greater concentration around a 

certain point), and mean angular direction (direction of the data) were tested to assess potential group 

differences using the Montecarlo procedure. No statistical differences were observed for any of the 

three concentration metrics, between groups: p = .551, p = .567, and p = .533, respectively. This 

would suggest that EM and HC did not differ in terms of the strength and direction of concentration. 
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Figure 46. Schematic illustrations of the activity on target-locked trials, separated as a function of target-present and 

target-absent data for both patients and controls. A. Plots of the activity difference on target-locked trials for both 

target-present and target-absent data. Only correct, artifact-free trials were included, and phases were extracted 

using complex Morlet wavelets. A. Target-present trials at the Pz electrode for HC. B. Target-absent trials at the Pz 

electrode for HC. C. Target-present trials at the Pz electrode for EM. D. Target-absent trials at the Pz electrode for 

EM. Each section has four graphs, which correspond to the following. On the top right, the broadband ERP is 

represented, time-locked to either target onset (target-present trials) or expected target onset (target-absent trials) 

over a time window of interest from -200 ms to 250 ms, baseline: -200 ms to 0 ms. On the top left, the mean angular 

difference between in-phase and anti-phase trials is represented using circular graphs, with dots representing 

individual participant data. The length of the arrow represents the grand average of the mean differences, and the 

phase difference is approximately 180° for all of the conditions and both participant groups. On the bottom left and 

right, circular histograms show the proportion of trials, pooled across participants with no phase re-alignment for 

the twenty phase bins, for both anti-phase (left) and in-phase (right). A preference for the opposite phase can be seen 

for both target-present and target-absent conditions. 

 

Table 14. Descriptive circular statistics for both patients with episodic migraine and headache-free controls. 

Variables are separated as a function of participant group and target-present or target-absent condition. 

Participant 

group and 

condition 

Mean 

direction 

Median 

direction 

Mean 

vector 

length 

Circular 

variance 

Circular 

standard 

deviation 

Circular 

skewness 

Circular 

kurtosis 

HC target-present 179.87 167.73 0.37 0.62 1.11 0.01 0.03 

EM target-present 163.21 163.48 0.68 0.32 0.80 0.15 0.38 

HC target-absent 165.65 167.78 0.28 0.72 1.20 0.03 0.03 

EM target-absent 178.83 173.12 0.49 0.51 1.01 0.09 0.23 
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Table 15. Analysis of circular separation (in-phase – anti-phase) for target-present and target-absent trials, extracted 

with short time Fourier transforms, as a function of participant group (patients with episodic migraine and 

headache-free controls). 

  Mean Angular Phase 

Electrode Condition HC Separation EM Separation 

Pz 

Target-present anti-phase -17.23° 

179.87° 

-2.10° 

163.21° 

Target-present in-phase -162.09° -165.63° 

Target-absent anti-phase 31.74° 

-165.65° 

14.38° 

178.83° 

Target-absent in-phase -167.12° -174.67° 

 

EEG alpha power lateralization 

 The following analyses were carried out to determine whether both participant groups 

exhibited the expected inter-hemispheric imbalance of alpha power, which is typical of orienting on 

spatial attention tasks. The topoplots yielded the expected pattern of activity in both HC and EM, 

showing an increase in alpha power over the time window post-cue and pre-entrainer (Figure 47). An 

analysis of the alpha lateralization index in both groups using a one-sided (right) paired t-test against 

zero, yielded a significant index in EM, t(19) = 1.962, p = .032 and a trend in HC, t(19) = 1.678, p = 

.055, which would provide evidence that both groups oriented attention correctly. When the 

lateralization index was compared between groups, no significant difference was found t(19) = 0.211, 

p = .835, indicating that EM and HC did not differ in terms of preparatory alpha. 
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Figure 47. Alpha power lateralization analyses for both patients and controls. A. Plot of the alpha (7-14 Hz) power 

lateralization for HC over a time window of interest from 0 ms to 1542 ms (no baseline, post-cue). Only correct, 

artifact-free trials were used for this analysis. Average attended-left alpha power (ipsi left – contra left) was 

subtracted from the average attended-right alpha power (ipsi right – contra right) and divided by the sum of the 

two. B. The average power between 7-14 Hz was represented using a bar graph over a time window of interest from 

375 ms to 875 ms (post-cue). Contralateral electrodes (light grey) and ipsilateral (dark grey) to the cue, for left and 

right sides (attended-left – attended- right) are shown for HC. C. A violin plot representing the alpha lateralization 

index for HC (dots represent individual participant data). D. Plot of the alpha (7-14 Hz) power lateralization for EM 

over a time window of interest from 0 ms to 1542 ms (no baseline, post-cue). Only correct, artifact-free trials were 

used for this analysis. Average attended-left alpha power (ipsi left – contra left) was subtracted from the average 

attended-right alpha power (ipsi right – contra right) and divided by the sum of the two. E. The average power 

between 7-14 Hz was represented using a bar graph over a time window of interest from 375 ms to 875 ms (post-

cue). Contralateral electrodes (light grey) and ipsilateral (dark grey) to the cue, for left and right sides (attended-left 

– attended- right) are shown for EM. F. A violin plot representing the alpha lateralization index for EM (dots 

represent individual participant data). Topographies were shown to represent the average alpha (7-14 Hz) power 

for each electrode ipsilateral and contralateral to the cue on left and right cue sides (attended-left/attended-right), 

over the same time window (375 ms to 875 ms). Importantly, real activity was used for the left electrodes and 

simulated activity was used for the right electrodes. 

 

Correlations  

 The circular-linear and circular-correlations did not yield any significant correlations for 

either HC or EM for any of the variables (p > .100). This would appear to indicate that clinical and 

experimental variables were not related. 
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5.3. Studying the exogenous mechanisms of visual sensory processing in interictal EM and HC, 

using a pattern-reversal task 

5.3.1. Experiment 1 

 

Analyses 

 

Participant demographics and migraine characteristics 

 After completing the EEG recording, one EM and one HC were excluded due to technical 

problems. Furthermore, the eDiaries were monitored post-recording, which led to 5 EM being 

excluded for being outside of the interictal phase during the experimental session. Therefore, the final 

sample included 18 EM and 27 age- and gender-matched HC. Six patients reported aura as an 

accompanying symptom of headache, however no significant differences between patients with and 

without aura were found with respect to: sensory sensitivity (SPQ Vision scale; t(15) = -1.037, p = 

.316), cortical excitability (first block N1-P1 amplitude difference; t(16) = 0.150, p = .883), and/or 

habituation (last block N1-P1 amplitude difference – first block N1-P1 amplitude difference; t(16) = 

-0.757, p = .460). Consequently, patients were collapsed for further analyses. In terms of the 

psychiatric questionnaire results, no significant differences between EM and HC were reported (see 

Table 16). Finally, although patients reported low-frequency EM, some impact of headache and mild 

to moderate disability was found, according to the clinical questionnaires (see Table 16). 

 

Sensory perception questionnaire 

 Sensory sensitivity was assessed using the SPQ with particular attention provided to the Total 

SPQ score, Total Vision score, and all the subsections related to Vision including Vision-Brightness, 

Vision-Color, Vision-Motion, and Vision-Acuity. For this analysis only, the EM sample size was 17 

because one patient did not complete the SPQ questionnaire. The resulting scores were compared 

between participant groups and EM reported significantly lower Total Vision, Vision-Brightness, and 

Vision-Color scores as compared to HC. The remaining scores did not significantly differ between 

groups (see Table 16). 
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Table 16. Experiment 1. Descriptive statistics and results of two-sided, unpaired t-tests of equal variance or two-

sided, nonparametric Mann-Whitney U tests on demographic, clinical, and psychiatric variables between healthy 

controls and patients with episodic migraine. 

Experiment 1 

Variable HC EM p 

N 27 18 - 

Gender (% of females) 100.00 100.00 - 

Age (years old) 21.81±2.031 22.81±1.885 .105 

STAI-State (score) 12.22±6.204 11.06±5.896 .532 

STAI-Trait (score) 20.44±6.727 21.11±7.962 .764 

BDI-II (score) 2.00 [5.000] 3.00 [3.000] .898 

ASRS (score) 1.00 [3.000] 1.00 [2.000] .785 

Migraine frequency (headache 

days/month) 
NA 5.09±3.235 - 

MIDAS (score) NA 7.00 [8.750] - 

HIT-6 (score) NA 54.06±5.985 - 

MSQ (score) NA 30.36 [11.603] - 

Accompanying symptoms of headache (% of participants) 

Aura NA 31.58 - 

Subjective presence of photophobia NA 52.63 - 

Subjective presence of phonophobia NA 52.63 - 

Nausea/vomiting NA 31.58 - 

SPQ Total (score) 116.11±18.29 108.88±17.01 .197 

SPQ Vision (score) 31.37±5.077 27.36±4.358 .010* 

SPQ Motion (score) 7.67±1.797 7.24±1.985 .461 

SPQ Brightness (score) 5.96±1.743 4.59±1.770 .015* 

SPQ Color (score) 6.00 [1.500] 5.00 [3.000] .026* 

SPQ Acuity (score) 21.04±2.915 10.00 [2.000] .091 

Continuous normally distributed variables were reported using means and standard deviations (mean±SD) 

whereas not normally distributed variables were reported with medians and interquartile ranges (median [IQR]). 

Null hypotheses were assessed using two-sided, unpaired t-tests of equal variance and two-sided, non-

parametric Mann-Whitney U tests, respectively. Bold values with (*): significant differences between groups. 
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Electrophysiological analyses 

 Classic block analysis. The ANOVA yielded a main effect of Block (F(1,43) = 8.895, p = 

.005) but no main effect of Group (F(1,43) = 2.279, p = .138) or significant Block x Group interaction 

(F(1,43) = 0.497, p = .485). The significant main effect of Block would appear to indicate that both 

groups habituated normally (confirmed through visual inspection of Figure 48 B and C). Furthermore, 

no main effect of Group as well as the lack of a significant Block x Group interaction would provide 

preliminary evidence for similar cortical excitability and habituation in both participant groups. 

 

 

Figure 48. Checkerboard pattern and Experiment 1 visual evoked potentials (VEPs) and habituation. A. 

Checkerboard pattern used for the Pattern-Reversal task. B. Visual-evoked potentials (VEPs) at the Oz electrode, 

observed for each block (1 to 6) during the Pattern-Reversal task, for both groups (EM on the right, HC on the left). 

C. Bar graph depicting habituation of the N1-P1 between Block 1 and 6 (green corresponds to EM and blue to HC). 

Notice the decrement in amplitude from the 1st to the 6th block. 

 

 Block linear mixed-effects model. To assess both cortical excitability and habituation while 

accounting for individual variability, a LMM was fitted to the P1-N1 data for Blocks 1 and 6. First, 

trials were inspected for the presence of extreme outliers or any data point that was ± three times the 

IQR. Eleven trials were removed from subsequent analyses. Following a series of comparisons using 

the AIC and Chisq, the model which best fit our data was found to be: 

 

𝑁1 − 𝑃1 ~ 𝐵𝑙𝑜𝑐𝑘 ∗  𝐺𝑟𝑜𝑢𝑝, 𝑟𝑎𝑛𝑑𝑜𝑚 =  ~1 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡,

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  𝑐𝑜𝑟𝐴𝑅1(𝑓𝑜𝑟𝑚 =  ~ 𝑇𝑟𝑖𝑎𝑙 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡) 

 

The results of the ANOVA yielded a significant main effect of Block (F(1,7963) = 11.499, p = .0007). 

However, no main effect of Group (F(1, 43) = 2.710, p = .100), or Block x Group interaction (F(1, 

7963) = 2.287, p = .130) were found. These results were consistent with those of the classic analyses. 

The main effect of Block continued to confirm normal habituation in both groups (see Figure 49 A 

for a visual representation). No main effect of Group or significant Block x Group interaction also 

indicated that EM and HC had similar results. This would appear to indicate that the participant 

groups did not differ with respect to cortical excitability and habituation. 
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 Trial linear mixed-effects model. Next, we chose to extend the modelling of our data to 

account for both individual and temporal variability, by considering individual trials instead of just 

the first and last block. Once again, extreme outliers were removed prior to the analysis. After running 

model comparisons, the trial model that was deemed the best fit was the following: 

 

𝑁1 − 𝑃1 ~ 𝑇𝑟𝑖𝑎𝑙 ∗  𝐺𝑟𝑜𝑢𝑝, 𝑟𝑎𝑛𝑑𝑜𝑚 =  ~1|𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡,

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  𝑐𝑜𝑟𝐴𝑅1(𝑓𝑜𝑟𝑚 =  ~ 𝑇𝑟𝑖𝑎𝑙 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡) 

 

The results of the ANOVA indicated a significant main effect of Trial (F(1,24056) = 228.601, p = 

2x10-16), which was consistent with the Block model results. Furthermore, no main effect of Group 

(F(1,43) = 1.954, p = .162), and no significant interaction (Trial x Group: F(1,24056) = 1.772, p = 

.183) were reported. These findings would suggest that EM and HC habituate normally and have 

similar cortical excitability (see Figure 49 B for a visual representation).  

 

 

Figure 49. Visual representations of the data used in both the block and trial linear mixed-effects models (LMMs) 

for Experiment 1. A. Visual representation of the data used in the block LMM, for both groups (EM in green, HC in 

blue). B. Visual representation of the data used in the trial LMM, for both groups (same colors). Please note, that 

trials were grouped into bins of ten trials to facilitate visual inspection by reducing trial-to-trial variability. 

 

Correlations 

 A series of Spearman correlations were carried out to examine whether age or migraine 

frequency (only EM) were associated with any of the experimental measures including sensory 

sensitivity scores (SPQ Vision), cortical excitability (first block N1-P1 peak-to-peak amplitude 

difference), or habituation (Block 6 N1-P1 peak-to-peak amplitude difference – Block 1 N1-P1 peak-

to-peak amplitude difference). In the case of HC, none of the experimental measures were correlated 

with age or with each other (see Table 17 for a full breakdown of r and FDR-corrected p values). In 

EM, on the other hand, a positive correlation between age and SPQ-Vision was found, meaning that 

EM reported less sensory sensitivity (higher SPQ score) with increasing age. Furthermore, a negative 
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correlation between first block amplitude and habituation was reported. This would suggest that 

greater first block amplitudes were correlated with larger differences between Block 6 and Block 1 

(i.e., more habituation) and smaller first block amplitudes were associated with reduced differences 

between Block 6 and Block 1 (i.e., less habituation). None of the other variables were significantly 

associated with each other (see Table 17 for a full breakdown of r and FDR-corrected p values).   

 

Table 17. Experiment 1. Spearman correlation tests assessing the association between age, headache frequency 

(migraine patients only), sensory sensitivity (SPQ Vision score), cortical excitability (first block N1-P1 peak-to-peak 

amplitude difference), and habituation (Block 6 N1-P1 peak-to-peak amplitude difference – Block 1 N1-P1 peak-to-

peak amplitude difference). 

Spearman correlations were executed, and the False Discovery Rate (FDR) was applied to adjust for multiple 

comparisons. The resulting r and adj. p values r(padj) are reported with significant values in bold with a (*). 

 

 

 

 

 

 Experiment 1 

Group Variable Age 
Headache 

Days 
SPQ Vision 

First Block 

Amplitude 
Habituation 

E
M

 

Age - 0.52 (.060) 0.70 (.005*) 0.20 (.501) -0.23 (.501) 

Headache 

Days 
0.52 (.060) - 0.30 (.408) 0.38 (.232) -0.19 (.501) 

SPQ 0.70 (.005*) 0.30 (.408) - 0.13 (.632) 0.19 (.501) 

First Block 

Amplitude 
0.20 (.501) 0.38 (.232) 0.13 (.632) - -0.72 (.003*) 

Habituation -0.23 (.501) -0.19 (.501) 0.19 (.501) -0.72 (.003*) - 

H
C

 

Age - NA 0.14 (.654) -0.20 (.524) 0.10 (.718) 

SPQ Vision 0.14 (.654) NA - 0.21 (.524) 0.06 (.773) 

First Block 

Amplitude 
-0.20 (.524) NA 0.21 (.524) - -0.39 (.116) 

Habituation 0.10 (.718) NA 0.14 (.654) -0.39 (.116) - 
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5.3.2. Experiment 2 

 

Participant demographics and migraine characteristics 

 Following the experimental session, three participants were excluded due to technical 

problems (two EM, one HC) and two due to an insufficient number of clean trials post-artifact 

rejection (two EM). Also, 17 patients were excluded due to the presence of moderate or severe 

headache in the 72-hour time window surrounding the EEG session. Therefore, a total of 19 EM and 

29 age- and gender-matched HC were included in the final sample. Five patients reported aura as an 

accompanying symptom. That being said patients with migraine with and without aura did not 

significantly differ on any of the experimental measures related to sensory sensitivity (t(14) = 1.412, 

p = .180), cortical excitability (t(14) = 0.232, p = .820), and/or habituation (t(14) = -1.965, p = .070). 

Therefore, the two subgroups were collapsed to augment statistical power. Regarding the results of 

the psychiatric questionnaires, and as would be anticipated in a sample of patients with higher 

migraine frequency, EM had significantly higher scores on measures of anxiety (STAI) and 

depression (BDI-II) than HC, but not on the ASRS (see Table 18). Clinical questionnaires also 

indicated that patients reported severe headache-related disability and impact (Table 18).  
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Table 18. Experiment 2. Descriptive statistics and results of Fisher’s exact test, two-sided, unpaired t-tests of equal 

variance, or two-sided, nonparametric Mann-Whitney U tests on demographic, clinical, and psychiatric variables 

between healthy controls and patients with episodic migraine. 

Experiment 2 

Variable HC EM p 

N 29 19 - 

Gender (% of females) 82.8% 84.2% 1.00 

Age (years old) 39.24±8.842 40.89±8.679 .527 

STAI-State (score) 5.00 [7.500] 11.00 [6.000] .002* 

STAI-Trait (score) 12.00 [7.000] 19.00 [7.500] .001* 

BDI-II (score) 2.00 [6.000] 6.00 [4.500] .003* 

ASRS (score) 1.00 [2.000] 1.00 [2.000] .801 

Migraine frequency (headache 

days/month) 
NA 12.68±4.028 - 

MIDAS (score) NA 52.32±27.885 - 

HIT-6 (score) NA 62.11±5.666 - 

MSQ (score) NA 52.96±14.131 - 

Accompanying symptoms of headache (% of participants) 

Aura NA 26.32 - 

SPQ Total (score) 110.31±23.23 106.47±23.33 .579 

SPQ Vision (score) 30.45±4.961 26.16±4.045 .003* 

SPQ Motion (score) 7.00 [1.000] 7.00 [2.500] .359 

SPQ Brightness (score) 5.00 [2.000] 4.00 [3.000] .011* 

SPQ Color (score) 5.00 [2.000] 5.00 [1.000] .194 

SPQ Acuity (score) 12.00 [3.000] 10.00 [2.500] .012* 

Continuous normally distributed variables were reported using means and standard deviations (mean±SD) 

whereas not normally distributed variables were reported with medians and interquartile ranges (median [IQR]). 

Null hypotheses were assessed using Fisher’s exact test, two-sided, unpaired t-tests of equal variance or two-

sided, non-parametric Mann-Whitney U tests, respectively. Bold values and (*): significant differences between 

groups. 
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Sensory perception questionnaire 

 To assess potential group differences in sensory sensitivity, SPQ scores were compared 

between groups. In this experiment, EM had significantly lower scores on Vision, Vision-Brightness, 

and Vision-Acuity than HC, which would suggest that patients exhibited hypersensitivity to visual 

stimuli and in particular to characteristics of brightness and acuity. No significant differences were 

found with respect to the Total SPQ score, Vision-Motion or Vision-Color (see Table 18). 

 

Electrophysiological analyses 

Classic block analyses. The results of the type III two-way mixed ANOVA on N1-P1 data 

were assessed. A main effect of Block (F(1,46) = 24.082, p = 1.2x10-5) was found, although the main 

effect of Group (F(1,46) = 0.872, p = .355) and the interaction between the two variables (F(1,46) = 

2.384, p = .129) were found to be not significant. This would suggest the presence of normal 

habituation in both groups (confirmed by a visual inspection of Figure 50). Furthermore, EM and HC 

would appear to show similar levels of cortical excitability, as seen through a similar first block N1-

P1 amplitude. 

 

Figure 50. Experiment 2 visual evoked potentials (VEPs) and habituation. A. VEPs at the Oz electrode, observed for 

each block [1-12] during the Pattern-Reversal task, for both groups (EM on the right, HC on the left). B. Habituation 

of the N1-P1 between Block 1 and 12 (green corresponds to EM and blue to HC). 

 

Block linear mixed-effects model. First, the data was inspected for the presence of significant 

outlier trials, or any trial that was ±three times the IQR, yielding 35 extreme outliers that were 

removed from further analysis. Only Blocks 1 and 12 were included in this analysis.(625) Model 

comparisons were carried out and the fit was determined according to the following model:  

 

𝑁1 − 𝑃1 ~ 𝐵𝑙𝑜𝑐𝑘 ∗  𝐺𝑟𝑜𝑢𝑝, 𝑟𝑎𝑛𝑑𝑜𝑚 =  ~1 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡,

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  𝑐𝑜𝑟𝐴𝑅1(𝑓𝑜𝑟𝑚 =  ~ 𝑇𝑟𝑖𝑎𝑙 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡) 

 

The ANOVA on the resulting model yielded a significant main effect of Block (F(1, 8888) = 30.130, 

p = 4.039x10-8), no main effect of Group (F(1,46) = 1.514, p = .219), and a significant Block x Group 
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interaction (F(1,8888) = 12.215, p = 4.741x10-4). To further explore the results, the interaction was 

decomposed. When comparing the N1-P1 amplitude between Blocks 1 and 12, both HC (t = 5.489, p 

< .0001) and EM (t = 8.990, p < .0001) showed a significant decrease. This would provide support, 

once again, for normal habituation in both participant groups (see Figure 51 A). Additionally, at both 

Blocks 1 and 12, the N1-P1 amplitude in EM and HC was found to be similar, t = -1.230, p = .337 

(Block 1) and t = -0.659, p = .616 (Block 12), respectively. This would indicate that both participant 

groups had similar cortical excitability. 

 

 Trial linear mixed-effects model. The same trials were rejected as for the Block model and 

the final model, following model comparisons yielded the following: 

 

𝑁1 − 𝑃1 ~ 𝑇𝑟𝑖𝑎𝑙 ∗  𝐺𝑟𝑜𝑢𝑝, 𝑟𝑎𝑛𝑑𝑜𝑚 =  ~1|𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡,

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  𝑐𝑜𝑟𝐴𝑅1(𝑓𝑜𝑟𝑚 =  ~ 𝑇𝑟𝑖𝑎𝑙 | 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡) 

 

Once again, the results of the two-way mixed ANOVA were assessed and a main effect of Trial was 

found (F(1,53803) = 264.649, p = < 2x10-16). Furthermore, there was a significant main effect of 

Group, (F(1,46) = 5.529, p = .019) as well as a significant interaction between Trial x Group 

(F(1,53803) = 627.299, p = < 2x10-16). The main effect of Trial indicated the presence of differences 

between some trials. However, given the high number of trials, this is not unexpected and most likely 

indicates normal habituation as supported by a visual inspection of the first and last trial amplitudes 

in Figure 51 B. The main effect of Group and significant interaction, however, would perhaps lend 

some support to increased hyperexcitability in EM as compared to HC as well as differences in the 

habituation slope. Importantly, in this experiment differences in the habituation slope would not 

provide evidence as to a deficit of habituation as previously reported in some studies, but rather 

suggest that the habituation slope is different between groups. In this case, it would appear that EM 

actually habituated more. These results differ from those found in the Block LMM. 
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Figure 51. Visual representations of the data used in both the block and linear mixed-effects models (LMMs) for 

Experiment 2. A. Visual representation of the data used in the block LMM, for both groups (blue refers to HC and 

green to EM). B. Visual representation of the data used in the trial LMM, for both groups (same colors). Please note, 

that trials were grouped into bins of ten trials to facilitate visual inspection by reducing trial-to-trial variability. 

 

Correlations 

 Spearman correlations were carried out to check for potential associations between age and 

migraine frequency (EM group only) and the experimental measures related to sensory sensitivity 

(SPQ Vision), cortical excitability (first block N1-P1 amplitude difference), and habituation (last 

block N1-P1 amplitude difference – first block N1-P1 amplitude difference). In EM, neither age nor 

migraine frequency were significantly correlated to any of the experimental measures. Furthermore, 

in contrast to Experiment 1, no correlations between the experimental measures were found either 

(see Table 19 for r values and FDR-corrected p values). HC also did not yield any correlations 

between age and any of the experimental measures, however first block amplitude and habituation 

were negatively correlated (see Table 19 for r values and FDR-corrected p values). This would appear 

to indicate that greater first block amplitude was related to greater difference between last block and 

first block N1-P1 amplitude difference, or more habituation. 

  

 

 

 

 

  

 



    

 

165 

 

Table 19. Experiment 2. Spearman correlation tests assessing the association between age, headache frequency 

(migraine patients only), sensory sensitivity (SPQ Vision score), cortical excitability (first block N1-P1 peak-to-peak 

amplitude difference), and habituation (Block 12 N1-P1 peak-to-peak amplitude difference – Block 1 N1-P1 peak-

to-peak amplitude difference). 

Spearman correlations were executed, and the False Discovery Rate (FDR) was applied to adjust for multiple 

comparisons. The resulting r and adjusted p values r(padj) are reported with significant in bold with a (*). 

 

 

 

 

 

 

 

 

 

 

 

Experiment 2 

Group Variable Age 
Headache 

Days 
SPQ Vision 

First Block 

Amplitude 
Habituation 

E
M

 

Age - 0.05 (.994) 0.02 (.994) 0.00 (.994) 0.22 (.684) 

Headache 

Days 
0.05 (.994) - -0.07 (.994) -0.27 (.684) 0.05 (.994) 

SPQ 0.02 (.994) -0.07 (.994) - 0.20 (.684) 0.25 (.684) 

First Block 

Amplitude 
0.00 (.994) -0.27 (.684) 0.20 (.684) - -0.25 (.684) 

Habituation 0.22 (.684) 0.05 (.994) 0.25 (.684) -0.25 (.684) - 

H
C

 

Age - NA -0.16 (.541) -0.34 (.135) 0.13 (.541) 

SPQ Vision -0.16 (.541) NA - 0.12 (.541) -0.28 (.237) 

First Block 

Amplitude 
-0.34 (.135) NA 0.12 (.541) - -0.55 (.005*) 

Habituation 0.13 (.541) NA -0.28 (.237) -0.55 (.005*) - 
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5.4. Investigating the exogenous and endogenous mechanisms of auditory sensitivity processing 

in interictal EM and HC, using an oddball task 

 

Analyses  

 

Participants 

Following artifact rejection, three participants were excluded for having an insufficient 

number of trials post-artifact rejection (two EM, one HC) leaving a final sample of 21 patients with 

EM with or without aura (22.99±1.99 years old; 4.38±2.91 headache days/month) and 21 age- and 

gender-matched HC (21.95±2.20 years old; t(40) = -1.598, p = .118). 

 

Questionnaire results 

 For a breakdown of descriptive and inferential statistics related to clinical and psychiatric 

questionnaires see Table 20 and Table 21, respectively. No significant differences between groups 

were found using independent sample t-tests with respect to the psychiatric questionnaires. 
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Table 20. Descriptive statistics related to the clinical questionnaires. 

The following clinical questionnaires were assessed: the Headache Impact Test (HIT-6), Migraine Disability 

Assessment (MIDAS), Migraine Subjective Cognitive Symptoms Questionnaire (Mig-S-Cog), and the 

Migraine-Specific Quality of Life Questionnaire (MSQ, points). Mean (M) and standard deviation (SD). 

 

Table 21. Descriptive statistics and results of the independent sample t-tests on the psychiatric questionnaires. 

The questionnaires analyzed above include the Adult ADHD Self-Report Scale (ASRS), the Beck Depression 

Inventory (BDI-II), the Brief Symptoms Inventory (BSI), the Epworth Sleepiness Scale (ESS), the International 

Physical Activity Questionnaire (IPAQ), the State-Trait Anxiety Inventory (STAI), and the Test of 

Hypersensitivity to Sound (GÜF/THF). No differences were found. Significance was set at p < .05. 

 

 Migraine 

Clinical questionnaires M SD 

HIT-6 51.00 7.10 

MIDAS 6.38 6.82 

Mig-S-Cog 4.52 3.86 

MSQ (points) 25.96 8.72 

 HC EM   

Questionnaires M SD M SD t p 

ASRS 1.57 1.83 2.29 1.76 -1.287 .206 

BDI 4.52 4.09 4.90 3.96 -.306 .761 

BSI (depression) .47 .50 .51 .52 -.261 .795 

BSI (hostility) .39 .46 .46 .51 -.444 .660 

BSI (somatization) .39 .38 .43 .34 -.302 .764 

BSI (obsession-comp.) .65 .54 .76 .57 -.648 .520 

BSI (interpersonal sens.) .75 .75 .82 .73 -.312 .757 

BSI (anxiety) .54 .61 .75 .43 -1.314 .196 

BSI (phobic anxiety) .26 .41 .22 .33 .332 .741 

BSI (paranoid ideation) .54 .56 .38 .49 .998 .324 

BSI (psychotism) .49 .60 .38 .49 .615 .542 

ESS 9.19 3.71 9.38 3.01 -.183 .856 

IPAQ (intense) 1247.71 1455.16 1497.14 1814.63 -.495 .623 

IPAQ (moderate) 794.29 936.64 1613.73 2571.25 -1.372 .182 

IPAQ (walking pace) 1686.14 1668.89 2578.71 3951.55 -.954 .346 

IPAQ (total) 3726.14 2995.33 5689.59 7180.71 -1.156 .258 

STAI (state) 12.71 7.88 12.14 5.73 .269 .790 

STAI (trait) 21.00 6.70 23.48 7.49 -1.129 .266 

THF 5.29 5.26 5.10 2.81 .146 .884 
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Behavioral results 

 Behavioral performance on both novel and standard trials was evaluated between groups to 

assess potential differences. First, in response to novel stimuli, similar RTs were reported between 

HC (512.53±73.29 ms) and EM (486.13±41.19 ms; t(40) = 1.602, p = .117). Furthermore, no 

differences between groups were found with regard to the percentage of misses (HC: 4.86±3.79%, 

EM: 5.61±5.63%; t(40) = -0.506, p = .616) or the false alarm rate (HC: 3.29±1.65%, EM: 3.91±2.24% 

; t(40) = -1.023, p = .312). This would appear to indicate similar behavioral performance between HC 

and EM in response to novel stimuli. Second, with regard to standard trials, the ANOVA on false 

alarm rates yielded no main effect of Block (F(4,160) = 2.466, p = .106), Group (F(1,40) = 0.001, p 

= .978) or Block x Group interaction (F(4,160) = 0.102, p = .854). This would appear to indicate that 

false alarm rates were not modulated by either Block or Group.  

 

Electrophysiological results  

 Repetitive stimuli ERPs. The anticipated N1, P2, and N2 ERP components were identified 

and observed across blocks. For a visual observation of the results and statistics related to the 

rmANOVAs, see Figure 52 and Table 22. The main effect of Electrode Location was significant for 

all components and signaled a central distribution for N1 and P2 components and a frontocentral 

distribution for N2. In contrast, there was no main effect of Block or significant Block x Electrode 

interaction for either N1 or N2 components, which would imply that the amplitude of these 

components did not significantly change over time, suggesting a lack of habituation. However, both 

a main effect of Block and a significant Block x Group interaction were reported for the P2 

component, which would indicate a decrement in the amplitude, or normal habituation.  

 In terms of group differences, there was a trend for a main effect of Group regarding the N1 

component, with EM patients exhibiting increased amplitudes of N1 as compared to HC. No main 

effect of Group or significant Block x Group interaction were reported for the remaining components. 

Furthermore, given the lack of significant three-way interaction (Block x Electrode x Group) and 

two-way interaction (Block x Group), it seemed that both participant groups displayed comparable 

habituation patterns with a lack of habituation of N1 and N2 and habituation of P2.  
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Figure 52. Grand mean event-related potential (ERP) waveforms for standard trials. Data is displayed over Blocks: 

1 (solid black line), 2 (pointed dark grey line), 3 (pointed medium grey line), 4 (pointed light grey line), and 5 (solid 

blue line) for midline electrodes (Fz, Cz, and Pz) over the time window of interest from -100 ms to 800 ms, -3 to +3 

µV, for both EM (A) and HC (B). The scalp distribution (-3 to +3 µV), for the 1st minus 5th Block of standard trials 

includes the N1, P2, and N2 components. 

 

Table 22. Results of the repeated measures analysis of variance (rmANOVA) on the event-related potential (ERP) 

components related to standard trials. 

N1 (175-225 ms), P2 (350-450 ms), and N2 (250-350 ms) ERP components were assessed. The rmANOVA 

included Block (B: 1 to 5) and Electrode (E: Fz, Cz, Pz) as within-subject factors and Group (G: HC, EM) as 

the between-subject factor. The degrees of freedom for this analysis were: B[4,160], BxG[4,160], E[2,80], 

ExG[2,80], BxE[8,320], BxExG[8,320], and G[1,40]. Bold values represent p < .05. 

 

 

 

 

 

 

 B B x G E E x G B x E B x E x G G 

ERP F p F p F p F p F p F p F p 

N1 0.830 .498 1.412 .237 34.504 <.001 1.582 .214 1.652 .130 0.691 .664 3.772 .059 

P2 3.968 .006 0.919 .447 68.364 <.001 .303 .713 2.562 .022 0.554 .757 0.019 .891 

N2 0.534 .676 1.656 .175 35.351 <.001 1.933 .153 0.957 .447 1.114 .354 2.582 .116 
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Spectral power of repetitive stimuli. The anticipated frequency bands of interest, theta (3-8 

Hz), alpha (8-12 Hz), and beta-gamma (12-40 Hz), were identified in both groups. For a visual 

representation of the results and rmANOVA statistics, see Figure 53 and Table 23. First, a main effect 

of Electrode Location for all three frequencies indicated a central distribution. Next, a main effect of 

Block was detected in both theta and alpha, but not beta-gamma (see Table 23). These results would 

imply normal habituation across blocks for theta and alpha but not beta-gamma. The spectral power 

of theta, alpha and beta-gamma was comparable between EM and HC as confirmed by no main effect 

of Group or Group x Block interaction. No differences in habituation were detected between groups.  

 

 

Figure 53. Grand mean event-related spectral perturbations (ERSPs) representing the change in power with respect 

to the baseline of standard trials, separated by blocks, at the midline electrodes (Fz, Cz, Pz) for both EM (A) and HC 

(B). Power is represented as a function of percentage change (-100 to +100%) over -100 ms to 800 ms. Topographical 

maps of the spectral power difference between the 1st and 5th block are depicted for each frequency of interest 

(theta: 3 – 8 Hz, 0-400 ms; alpha: 8 – 12 Hz, 0-200 ms; and beta-gamma: 12-40 Hz, 0-200 ms) and group. 
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Table 23. Results of the repeated measures analysis of variance on the ERP components related to standard trials. 

Theta (3-8 Hz, 0-400 ms), alpha (8-12 Hz, 0-200ms), and beta-gamma (12-40 Hz, 0-200 ms) frequencies were 

assessed. The rmANOVA included Block (B: 1 to 5) and Electrode (E: Fz, Cz, Pz) as within-subject factors 

and Group (G: HC, EM) as the between-subject factor. The degrees of freedom for this analysis were: B(4,160), 

BxG(4,160), E(2,80), ExG(2x80), BxE(8,320), BxExG(8,320), and G(1,40). Bold values represent p < .05. 

 

Time and phase-synchronization analyses of repetitive stimuli. For a visual representation of 

the results and statistics related to the rmANOVAs, see Table 24 and Figure 54. A visual inspection 

of Figure 54 would appear to indicate an increment of the phase-synchronization of theta, alpha, and 

beta-gamma on standard trials, with EM appearing to show increased phase at all three frequencies 

as compared to HC. Furthermore, the ITC would appear to habituate across blocks for all frequencies. 

The results of the ANOVA yielded a main effect of Electrode Location for all three frequencies, 

which would indicate increased ITC at central electrodes. Similarly, to the results of spectral power, 

a main effect of Block was found for both theta and alpha but not beta-gamma, which would support 

habituation of theta and alpha over blocks but not beta-gamma. Next, in terms of group comparisons, 

a main effect of Group for theta indicated that EM had increased phase synchronization as compared 

to HC. No significant differences were observed in the phase synchronization of alpha and beta-

gamma between groups, as confirmed by a lack of main effect of Group and no Group interactions. 

Once again, no differences in the habituation of these frequencies were observed between groups. 

 

 

 

 

 

 

 

 

 

 

 

 B B x G E E x G B x E B x E x G G 

TF F p F p F p F p F p F p F p 

Theta 5.543 .001 .902 .452 41.601 <.001 2.293 .111 1.060 .386 .462 .824 2.373 .131 

Alpha 2.276 .034 1.774 .141 10.388 <.001 1.226 .299 1.958 .070 .499 .814 .701 .407 

Betag .578 .660 .827 .499 5.390 .007 .467 .788 .788 .580 .354 .907 2.230 .143 
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Figure 54. Grand mean of the inter-trial coherence (ITC, also known as phase synchronization) on standard trials, 

separated as a function of Block, at midline electrodes (Fz, Cz, Pz) and EM (A) and HC (B). The ITC was plotted 

over a scale from 0 to 0.35 and over the time window from -100 ms to 800 ms. Topographical maps of the ITC 

difference (-0.03 to +0.03) between the 1st and 5th block are shown in terms of the frequency of interest (theta: 3 – 8 

Hz, 0-400 ms, alpha: 8 – 12 Hz, 0-200 ms, and beta-gamma: 12-40 Hz, 0-200 ms) and group. 

 
Table 24. Results of the repeated measures analysis of variance on the event-related potential (ERP) components 

related to standard trials. 

The following frequencies were analyzed: theta (3-8 Hz, 0-400 ms), alpha (8-12 Hz, 0-200 ms), and beta-gamma 

(12-40 Hz, 0-200 ms). A rmANOVA was carried out including Block (B: 1 to 5) and Electrode (E: Fz, Cz, Pz) 

as within-subject factors and Group (G: EM, HC) as the between-subject factor. The degrees of freedom for 

this analysis were as follows: B(4,160), BxG(4,160), E(2,80), ExG(2,80), BxE(8,320), BxExG(8,320), and 

G(1,40). Bold values represent p < .05. 

 

 

 

 B B x G E E x G B x E B x E x G G 

P-

sync 
F p F p F p F p F p F p F p 

Theta 14.599 <.001 .679 .577 43.583 <.001 1.577 .216 1.198 .308 .480 .825 5.986 .019 

Alpha 3.659 .009 1.070 .370 39.114 <.001 .138 .853 .967 .447 1.608 .148 2.377 .131 

Betag 1.203 .312 .134 .957 14.338 <.001 2.924 .062 1.386 .219 .650 .695 .339 .564 
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 Target/novel ERPs. The anticipated cascade of ERPs was observed in response to target 

stimuli in both EM and HC, including a frontocentral MMN, a centro-parietal P3b, and a frontocentral 

RON (see Figure 55). For a visual representation of the results and statistics related to the 

rmANOVAs, see Figure 55 and Table 25. The results of the rmANOVA on target stimuli yielded a 

significant main effect of Electrode for all three components with the anticipated topographic 

distributions. Furthermore, no significant main effect of Group was found at any of the components, 

indicating that EM and HC did not significantly differ with respect to either MMN, P3b, or RON to 

target stimuli. Finally, the Block x Group interaction was not significant for any of the components. 

 In terms of novel stimuli, once again the anticipated cascade of ERPs was observed and 

consisted of a frontocentral MMN, a central early P3a, a frontal and parietal late P3b, and a 

frontocentral RON (see Figure 55). The rmANOVA indicated a main effect of Electrode Location 

supporting the expected topographic distributions. In terms of group comparisons, although the main 

effect of Group was not significant for any component, a significant Electrode x Group interaction 

was found for the early P3a, late P3a, and RON. Upon decomposing this interaction using post-hoc 

t-tests, the amplitude of the early P3a was found to be significantly reduced at the Pz electrode (t(40) 

= 3.747, p = .001) with a trend at Cz (t(40) = 1.967, p = .056) in EM as compared to HC. The late 

P3a, on the other hand, was found to be significantly increased at frontal sites in EM, as confirmed 

by a significant effect at the Fz electrode (t(40) = -2.087, p = .043). RON was also found to be altered 

at frontal sites, with a reduced amplitude in EM at the Fz electrode (t(40) = 2.801, p = .008). 

 

Table 25. Repeated measures ANOVA for the ERP difference waveforms related to target and novel stimuli. 

Components and time windows for target stimuli: mismatch negativity (MMN) (175-225 ms), P3b (450-550 

ms), and re-orienting negativity (RON) (350-450 ms). For novel stimuli: MMN (175-225 ms), early P3a (225-

275 ms), late P3a (275-325 ms), and RON (400-600 ms). The rmANOVA included Electrode (E: Fz, Cz, and 

Pz) as within-subject factor and Group (G: HC, EM) as between-subject factor. The degrees of freedom were 

as follows: E(2,80), E x G(2,80), and G(1,40). Bold values represent p < .05. 

 E E x G G  

Component F p F p F p 

Target       

MMN 43.807 <.001 0.647 .488 0.061 .806 

P3b 204.806 <.001 2.300 .125 0.068 .796 

RON 119.858 <.001 3.260 .062 0.052 .820 

Novel       

MMN 27.929 <.001 1.699 .196 0.382 .540 

Early P3a 45.876 <.001 18.103 <.001 1.310 .259 

Late P3a 223.141 <.001 5.025 .015 0.097 .757 

RON 78.174 <.001 6.586 .005 0.002 .968 
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Figure 55. Grand mean event-related potential (ERP) waveforms for standard (grey line), target (black line), and 

novel (red line), at midline electrodes (Fz, Cz, Pz) over the time window of interest from -100 ms to 800 ms and 

between -9 and +9 µV for both EM (A) and HC (B). Difference waveforms associated to the target minus standard 

(black line) and novel minus standard (red line) are shown. Scalp distribution between -5 to + 5 µV for target minus 

standard trials involve the mismatch negativity (MMN), P3b, and RON. Scalp distribution between -5 to +5 µV for 

novel minus standard involve the MMN, early P3a, late P3a, and RON). 
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6. DISCUSSION 
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 In this section, the results of the previously described research studies 1 through 4 will be 

described, in light of the main and secondary objectives of the present PhD thesis. 

6.1. Developing a task to study the exogenous and endogenous mechanisms of sensory-

attentional processing 

 

The first SO of this PhD thesis was to design a task, that would enable us to study the 

exogenous and endogenous mechanisms of sensory-attentional processing. To accomplish this 

objective, in Research Study 1 we modified a pre-existing neural entrainment paradigm (484) and 

checked that the resulting signal met the requirements for neural entrainment in the narrow 

sense.(482,491) Past research would provide evidence against the conceptualization of neural 

entrainment as a succession of ERPs,(484,525,757) however it remains unclear whether the reported 

behavioral benefits of neural entrainment are a side-effect of expectancy-related ERPs elicited in 

response to task predictability.(758,759) In our modified version of the neural entrainment 

paradigm,(484) the following changes were made: [i] an entrainer stream of variable length (8-12 

entrainers), [ii] a detection task with bilateral targets, and [iii] a greater proportion of target-absent 

trials to which participants were told to withhold their response. These modifications were made to 

reduce inherent task predictability, typical to most neural entrainment paradigms, while augmenting 

the number of target-absent trials used to assess endogenous neural activity. We also ran the analyses 

at both the Pz [based on past literature (484,514,740)] and Oz [based on the site of maximum signal 

in our research study] electrodes and found the same effects at both sites, indicating that Oz is also a 

valid choice for future studies. Our modified neural entrainment task effectively permitted us to study 

both exogenous (throughout the entrainment period) and endogenous mechanisms (in the absence of 

entrainers and targets) of sensory-attentional processing. The results of this research study would 

support the presence of a neural mechanism with the capacity to synchronize internal oscillatory 

activity to the temporal structure of external stimuli.(210,482). Specifically, we found: 

 

[i] alignment of internal oscillatory activity to the periodic external stimuli, 

 

[ii] persistence of this entrained signal (phase alignment) for a number of cycles post-

entrainer offset, 

 

[iii] no behavioral benefits for targets aligned (in-phase) to the entrainers. 
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Neural entrainment in the narrow sense 

 First, we observed an increase in the ITC at the entrained frequency during the entrainer 

period, alongside a significant peak in the cross-coherence between the internal and external signals. 

Specifically, following the phase reset in response to the first entrainer, the neural oscillatory activity 

remained aligned to the external rhythm (12 Hz) throughout the stream of entrainers. This is consistent 

with findings indicating that the brain has a natural tendency to synchronize its endogenous oscillatory 

activity to external rhythms.(189,486,514,760) However, the presence of significant cross-coherence 

is a requirement of neural entrainment in the narrow sense, but it is not sufficient to conclude that the 

alignment between the internal and external signals occurs due to neural entrainment. To investigate 

this further, phase alignment was inspected to see whether it persisted for at least two cycles, post-

entrainer offset. The results of our research study showed that not only did phase alignment between 

the internal and external signals persist for a minimum of three cycles post-entrainer but there was 

also a phase separation of approximately 180° between in-phase and anti-phase temporal moments, 

even on target-absent trials. This is in line with previous literature indicating reverberation, or the 

persistence of the entrained signal for some time post-entrainer offset.(476,484,761) Additionally, the 

results of our study build on past literature by demonstrating that neural reverberation occurs despite 

reduced temporal predictability with regard to possible target onsets and a variable entrainer stream. 

Importantly, this was seen on all trials, including target-absent ones where activity was 

uncontaminated by the appearance of a target or response-related ERP activity. In fact, our 

experimental design, which included a greater number of absent-target trials, a variable length of 

entrainers, and four different target SOAs, not only removed the influence of motor response-related 

ERPs but also reduced the probability of the appearance of ERPs related with expectation, thus 

supporting the presence of neural entrainment.(210,494,495,758,759,762)  

 

Neural entrainment and behavior 

 Despite previous research indicating behavioral benefits for targets in-phase with the 

entrainers,(484,514) the results of this research study did not yield the expected behavioral effects. 

To make sense of these findings, it is important to begin by reviewing the literature related to alpha 

phase concentration. Although some studies have shown a benefit of alpha phase concentration on 

detection or discrimination tasks,(189,237,484,493,740) others have not reported these 

benefits.(457,763–766) In fact, a review of the literature would suggest that reported phasic effects 

tend to be weak and highly related to experimental features [e.g.,(765)]. In terms of alpha entrainment, 

several studies have indicated a behavioral benefit in response to in-phase, with respect to the neural 

entrainers, as opposed to anti-phase targets, when phase was concentrated.(237,484,514) However, 
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in another study, despite an effect of alpha phase, the authors reported an unexpected opposite effect 

on behavior, with enhanced accuracy in response to anti-phase as compared to in-phase targets.(525) 

 The paradigm used in this research study, was methodologically similar to the one used by 

Kizuk & Mathewson (484) with the most relevant modification being a reduction in temporal 

predictability inherent to other neural entrainment paradigms, through the use of an entrainer stream 

of variable length (8-12 entrainers). We do not believe that the results of the current study directly 

contradict previous work, but rather appear to suggest that the net effect of rhythmic neural 

entrainment on behavioral measures, particularly when anticipation is reduced, may be weaker than 

previously stipulated. Therefore, we propose that performance benefits described in other research 

studies may be a mix of the effects of neural entrainment, as demonstrated here, and other processes, 

such as expectation,(761) or memory,(759) elicited as a result of task predictability.  
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6.2. Assessing the exogenous and endogenous mechanisms of sensory-attentional processing in 

interictal EM and HC, using a neural entrainment task 

 

 The second SO of this PhD thesis was to examine the exogenous and endogenous 

mechanisms of sensory-attentional processing in patients with EM during the interictal phase, using 

the previously validated neural entrainment task [Research Study 1], and time-frequency analyses. 

The neural oscillatory activity during the entrainer and target periods permitted us to assess exogenous 

mechanisms whereas target-absent trials allowed us to assess endogenous mechanisms without the 

contamination of evoked (exogenous) activity. The results of this research study yielded three main 

findings:  

 

[i] no differences in behavioral performance between HC and EM,  

 

[ii] the presence of neural entrainment in the narrow sense as confirmed by 

significant phase alignment between the internal and external signals and persistence 

of this neural entrainment post-entrainer offset in both HC and EM,  

 

[iii] a similar index of lateralization in both HC and EM. 

 

Behavioral performance 

 Regarding behavioral performance, no significant differences between groups in terms of hit 

rates and RTs were found, which was confirmed by a lack of a significant main effect or interaction/s 

with the between-subject factor, Group. These findings are in line with those of other studies, using 

the Posner cueing paradigm to study selective attention in patients with migraine compared to 

headache-free controls.(669–671,767) Furthermore, they are also consistent with the literature 

evaluating attentional mechanisms in patients with migraine using the Stroop task, where similar 

behavioural performance between patients and controls was also reported [(648,768,769) despite 

(659)]. Intriguingly, recent studies have suggested that alterations in attentional mechanisms may 

occur at the level of attentional executive function in patients with migraine in the interictal 

phase.(661,663,769,770) In fact, the executive component of attentional function is thought to 

underlie, among other things, the ability to navigate cognitively demanding tasks as well as suppress 

irrelevant information.(645) Nevertheless, although our research study made use of a neural 

entrainment task that may be considered more attentionally demanding than the classic Posner 

paradigm,(388) our task is more associated with selective attention than executive function, which 

could explain the lack of significant differences in behavior between patients and controls. 
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 Importantly, the task was working correctly, as confirmed by a main effect of spatial validity, 

no main effect of relative phase, and a lack of interaction between spatial validity and relative phase. 

The main effect of spatial validity was anticipated given the vast literature on the topic of spatial 

cueing and its resulting impact on preferential processing and consequently behavioral benefits, 

including greater accuracy and/or faster RTs in response to attended as compared to unattended 

locations.(367,388,660,771,772). In contrast, we did not find a main effect of relative phase or an 

interaction between any of the variables (relative phase, spatial validity, participant group). This is 

consistent with the results of our previous study [Research Study 1] as well as several other studies, 

which also reported a lack of relative phase effects and/or interactions with other variables.(457,763–

765) Nonetheless, some other studies did report a main effect of relative phase (189,740) and/or an 

interaction between relative phase and spatial validity.(237,484,773) What these findings would 

appear to show us is the importance of the effects of task predictability on the presence of relative 

phase effects,(739) also discussed in other studies.(759,761) In particular, decreasing task 

predictability seems to reduce the likelihood of certain behavioral benefits occurring, which might 

suggest that the impact of neural entrainment on behaviour may be more limited than previously 

stipulated.  

 

IAF 

 Next, differences in IAF between the offset of the cue and the onset of the first entrainer were 

assessed to see if there were any differences in the frequency of the IAF. Differences in the IAF 

between groups are relevant because neural entrainment tends to occur more easily when the external 

rhythms are closer to the eigenfrequency of the internal oscillators.(482) Similar IAF between groups 

in our research study might explain the lack of significant behavioural differences.  

 

Neural entrainment (exogenous and endogenous mechanisms) 

 After having assessed both the IAF and the resulting behavioral performance, neural 

entrainment was inspected as a function of both exogenous and endogenous mechanisms of sensory-

attentional processing. However, prior to breaking down the results, it was important to confirm the 

presence of neural entrainment in the narrow sense, according to a series of requirements.(482,491) 

[i] First, endogenous neural oscillatory activity should occur without the necessity of exogenous 

stimuli and synchronize to external rhythmicities when present. In our research study, this was seen 

in both EM and HC, by an increase in the ITC alongside a significant peak in the cross-coherence and 

phase alignment between the internal oscillators and the external signal at the 12 Hz frequency. [ii] 

Endogenous neural oscillatory activity should also be resilient to perturbations and be able to adapt 

its eigenfrequency within certain bounds. Once again, this was confirmed in our research study by 
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the IAF, indicating that the internal oscillators did in fact adapt their natural frequencies within certain 

bounds to the external periodicity. [iii] Lastly, neural entrainment should persist for some time once 

the driving signal has disappeared, and the neural oscillators should not recover their eigenfrequencies 

right away. This was confirmed according to the persistence for at least three cycles post-entrainer 

offset, of the entrained signal as well as by analyses on the phase separation between anti-phase and 

in-phase moments, which was approximately 180° difference in both participant groups. Given that 

we successfully verified the requirements for neural entrainment in the narrow sense, results will now 

be discussed as a function of exogenous and endogenous mechanisms.  

With regard to exogenous sensory-attentional processing, we examined the activity 

throughout the stream of entrainers. Both EM and HC yielded similar activity as could be seen by a 

lack of significant differences in the ITC. These results are consistent with past research on photic 

driving,(774) which may be considered a rudimentary form of neural entrainment,(506) although they 

may not meet all of the requirements for neural entrainment in the narrow sense. In EM interictally 

compared to HC, similar photic driving has been reported below 18 Hz,(687) and specifically at 12 

Hz.(774) This would appear to suggest that exogenous mechanisms of neural entrainment, as 

measured by this task and over the alpha frequency band, may be preserved in low-frequency EM 

patients, interictally. 

 Next, endogenous activity was examined using target-absent trials, where the influence of 

motor response and/or expectation-related ERPs was largely reduced. Similar phase alignment on 

target-absent trials was observed in both participant groups over the target window, along with a 180° 

phase separation between anti-phase and in-phase temporal moments. No significant differences 

between groups in terms of the mean direction on target-absent trials, assessed using the Watson-

Williams test, were observed. Concentration metrics such as kappa, mean vector length, and mean 

angular direction were also found to be similar between EM and HC. Target-present trials yielded the 

same pattern of results despite the contamination from the evoked responses. Nonetheless, the results 

from target-absent trials are of particular interest, because they would appear to suggest that the 

endogenous mechanisms of neural entrainment and their top-down regulatory control may be 

unaffected in low-frequency EM interictally, at least according to this task. These results are 

consistent with other studies that have divided top-down mechanisms into either facilitatory or 

inhibitory processes and concluded that patients with migraine and HC do not differ with respect to 

facilitatory processes (i.e., similar alpha power decrease).(671,683,775) This would appear to indicate 

that patients with EM do not struggle in processing relevant inputs, which is consistent with our 

results. Nevertheless, deficient inhibitory mechanisms, related to an impaired suppression of 

irrelevant sensory information have been reported.(671,683,775)  
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6.3. Studying the exogenous mechanisms of visual sensory processing in interictal EM and HC, 

using a pattern-reversal task 

 

 The third SO of this PhD thesis was to assess the exogenous mechanisms of visual processing 

in patients with EM during the interictal phase, using the PR task and evoked potentials (Research 

Study 3). Two separate experiments were carried out. The first was comprised of a sample of young 

adults from the general population diagnosed with EM and their HC, and the second consisted of 

middle-aged adults, recruited from an outpatient clinic, with EM and their HC. In both experiments, 

a perceptual measure of sensory sensitivity [the SPQ (252)] was provided to the participant groups. 

This was followed by an EEG recording to obtain PR-VEPs and by extension metrics related to 

cortical excitability and habituation. The results of this research study yielded three main findings in 

both experiments:  

 

[i] significant differences in sensory sensitivity between EM and HC, with EM 

patients reporting significantly lower scores (or sensory hypersensitivity),  

 

[ii] similar cortical excitability between EM and HC, as quantified using the N1-P1 

first block peak-to-peak amplitude,  

 

[iii] normal habituation, evidenced by an expected decrease in N1-P1 peak-to-peak 

amplitude across blocks in both EM and HC. 

 

Visual sensitivity 

 Patients with migraine often report visual hypersensitivity, both ictally and interictally, as 

measured using self-report questionnaires and visual thresholds.(263,535,547) In this research study, 

the SPQ self-report questionnaire, a validated instrument, was used to obtain a perceptual measure of 

sensory sensitivity.(252) This questionnaire was selected due to its use in both neurological and pain 

research.(776,777) In both Experiments 1 and 2, EM had significantly lower values on the Vision 

scale of the SPQ, indicating enhanced sensory sensitivity to visual stimuli, as compared to HC. These 

results are consistent with patient complaints, in the clinical setting, of altered sensory processing, 

reported discomfort to certain patterns, colors, and contrasts, and interictal sensitivity to 

light.(571,778) Furthermore, the interictal visual hypersensitivity reported in this research study, 

would be in line with studies using self-report measures, which found that patients with migraine 

report more visual sensitivities in their environment as compared to headache-free controls (779) and 

greater sensitivity to light when exposed to the same stimulus at different intensities.(547) Lastly, 
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studies using psychophysical methods to determine sensory discomfort thresholds in patients with 

migraine and headache-free controls, have found decreased visual discomfort thresholds in patients, 

signaling visual hypersensitivity.(263,535) In sum, given that we found visual hypersensitivity in 

both experiments and also taking into account past literature,(263,535,547,571,779) it would appear 

that interictal visual hypersensitivity in patients with EM is quite robust. 

 

Cortical excitability 

 The joint use of EEG and the PR task has been shown to provide a good measure of cortical 

properties, such as cortical excitability (first block N1-P1 peak-to-peak amplitude) and habituation 

(difference between first block and last block N1-P1 amplitude). In terms of cortical excitability in 

patients with EM, interictally, two different theories have been proposed to explain possible 

alterations. First, a theory of reduced cortical excitability (or hypoexcitability) has been suggested, 

related to decreased preactivation levels of the sensory cortices.(101,581) Specifically, these reduced 

preactivation levels, which may result in deficits of habituation or even response potentiation, have 

been thought to occur as a consequence of thalamocortical dysrhythmia in patients with 

migraine.(101) Second, a theory of increased cortical excitability (or hyperexcitability),(610,611) has 

also been proposed, stating the opposite. Accordingly, in patients with migraine, hyperexcitability 

has been suggested to occur due to either increased neuronal excitation (612) or decreased inhibition 

(581) [for a review, see (576)]. In fact, as a result of these discrepancies, the broader term of “cortical 

dysexcitability” has been proposed to better summarize the reported alterations in cortical excitability 

in patients with migraine.(615) 

 The results of both experiments in our research study yielded similar first block N1-P1 peak-

to-peak amplitudes in both EM and HC, which would suggest that patients and controls do not differ 

with respect to cortical excitability. This is consistent with a growing body of evidence using PR tasks 

in patients with migraine having found no differences between patients and controls on measures of 

cortical excitability (341,607,609,616) [for a review see (615)]. Nonetheless, it remains difficult to 

provide a definitive picture as to the state of cortical excitability in patients with EM, interictally. One 

plausible explanation is that both theories coexist, hinting at the presence of different profiles of 

cortical excitability in patients with migraine, which may affect their electrophysiological responses. 

In fact, the presence and sum of both profiles might explain why some studies, including ours, found 

a lack of significant differences in cortical excitability when compared to healthy controls. To sum 

up, at the moment it is not possible to discard the hypothesis that patients with migraine might have 

normal cortical excitability, during the interictal period. 
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Habituation 

 Perhaps the most well-known apparent deficit in EM is a reported lack of habituation during 

the interictal phase, which some have proposed as a hallmark of migraine 

electrophysiology.(622,693) This alteration has been found in some studies 

(101,341,347,607,616,617) despite some controversy.(604,609,623–626) Nonetheless, in this 

research study and in both experiments, we did not find the expected deficit of habituation, quantified 

according to the N1-P1 peak-to-peak amplitude difference across blocks/trials. In fact, in both 

experiments patients showed normal habituation. Furthermore, in Experiment 2 middle-aged patients 

appeared to show steeper habituation slopes as compared to headache-free controls, which may 

suggest more pronounced habituation. This result is consistent with a growing body of literature, 

which has shown normal habituation in patients with migraine (604,609,623–626) and which has not 

been able to replicate the interictal habituation deficit in patients with migraine.(573,626–629) The 

negative results in our study and others, do not necessarily discard the existence of a habituation 

deficit in specific subsets of patients with migraine (601) and under certain conditions (747,780) but 

they do suggest that perhaps this alteration should not be considered a general and defining 

characteristic of patients with migraine, at least in the visual modality. An alternative explanation 

might be that the habituation deficit exists but that the stimulation being used, in this case the PR, is 

unable to adequately reproduce real-world conditions. The effect may also be there, but the study may 

not have a large enough sample size (statistical power) to detect finer differences. 

 Furthermore, in Experiment 1, we found a correlation between cortical excitability and 

habituation in EM, with a reduced first block amplitude being associated with less habituation (and 

perhaps even potentiation). This finding is consistent with several past studies, which also found a 

negative correlation between first block amplitude and habituation.(101,601,607,619,781) In fact, 

decreased cortical excitability, or lower preactivation levels, may be a consequence of the 

hypothesized thalamocortical dysrhythmia thought to occur in patients with migraine.(347) 

Furthermore, Knott and Irwin’s ceiling theory,(782) as applied to migraine,(328) further states that 

diminished preactivation levels of the sensory cortices during the interictal phase might explain the 

reported deficit of habituation. However, this theoretical link remains speculative, seeing that in 

Experiment 2 of this research study, we did not find a correlation between cortical excitability and 

habituation in EM. 

 

Age and migraine frequency 

 Next, keeping in mind the concepts discussed above, we wanted to explore whether 

hypersensitivity, cortical excitability, or habituation might be modulated by either age or migraine 
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frequency (EM only). Past studies would appear to indicate the presence of an inverse U-shaped 

relationship between age and migraine frequency. Specifically, migraine frequency has a tendency to 

peak around mid-life with a peak in prevalence between 30-39 years old,(783) and decline with older 

age, although this is not always the case. Furthermore, sensory sensitivity follows a similar profile of 

activity with patients reporting greater hypersensitivity with increasing age and migraine frequency 

with a peak between 46-60 years old, quantified according to the mean number of visual 

stressors,(779) and declining as of approximately 50 years old.(784) Other studies have also reported 

a positive correlation between photophobia and migraine frequency using self-perception reports [age 

range: 18-55 years old; (785)] and photophobia scores [age range: 20-79 years old;(786) despite 

(787)]. This would provide support for a link between visual sensitivity and disease severity, with 

increased migraine frequency being correlated with greater hypersensitivity. 

 In recent years, patients with high-frequency EM have been proposed to be more clinically 

similar to those with CM than those with low-frequency EM. This might suggest that beyond clinical 

measures, symptomatology such as visual sensitivity, might be more similar to patients with CM than 

low-frequency EM.(788) The results of both Experiments 1 and 2 in our research study indicated 

visual hypersensitivity in EM as compared to HC, despite a lack of correlations to either age or 

migraine frequency. 

 Finally, to the best of our knowledge, no previous studies have directly evaluated the 

relationship between cortical excitability and habituation to age and migraine frequency. In fact, a 

recent meta-analysis,(744) discussed the lack of information in a number of research studies that made 

it impossible to evaluate the relationship between migraine frequency and amplitude/habituation of 

VEPs. The same authors also discussed the difficulties in generalizing results due to the effects of age 

on VEP attenuation.(744) Nonetheless, given our lack of significant correlations between age, 

migraine frequency, cortical excitability, and habituation, as well as the negative results between EM 

and HC, the relationship between these variables remains unclear. 

 

Methodological considerations 

 One of the major criticisms related to PR-VEP research in migraine, is the difficulty in 

generalizing and establishing conclusions, when each study uses vastly different methodologies, 

clinical samples, interictal criteria, statistical analyses, task instructions, and blinding procedures. It 

goes without saying, that the standardization of methodological techniques is extremely important in 

electrophysiology, particularly in light of a replicability crisis in the field of cognitive 

neuroscience.(789) This is why, in our study, we selected our stimulus parameters as a function of 

recommendations made by other authors in the field.(623–626,747,780) Furthermore, in terms of 
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statistical analyses, we implemented LMMs, which provide a methodologically superior approach as 

compared to previously used analyses (such as rmANOVAs). By implementing LMMs we hoped to 

increase the precision of our measures and improve our ability to uncover subtle group differences, 

while also running the typical rmANOVAs as control analyses. In fact, our research study is one of 

few (618,621) that implement LMMs in analyzing PR data in patients with migraine given that past 

research studies have primarily made use of linear regression slopes, least squares slopes, or 

rmANOVAs of amplitude, to study both cortical excitability and habituation.(601) LMMs, when 

compared to these methods, hold several advantages, particularly with regard to clinical studies. First, 

the use of LMMs allows the researcher to conserve all of the information and variability in the data, 

particularly with regard to individual and temporal factors.(790,791) In EEG research, this is 

particularly important, given that the EEG technique introduces a high degree of complexity to the 

data. Second, LMMs are better at handling missing data and are more robust to unbalanced data or a 

small number of observations.(790,791) When using EEG, there is usually high variability in the data 

due to the nature of electrophysiological artifacts and how they impact the number of trials included 

in the final analysis, therefore LMMs provide a statistically-sound method to deal with these 

differences.(792) Migraine patients can also be quite heterogeneous,(793) therefore LMMs can also 

reduce the impact of within-participant differences, which are often ignored when using classic 

analysis methods. Nonetheless, despite a more powerful statistical method, we did not find 

differences in either cortical excitability or habituation between groups, with the exception of 

Experiment 2, where we found increased cortical excitability in EM on the trial LMM. 

 

Relationship between sensory sensitivity and the concepts of cortical excitability and habituation 

 Looking at the results of this research study, it is interesting to comment on what appears to 

be a dissociation between the three processes of sensory sensitivity, cortical excitability, and 

habituation. In particular, it would be interesting to assess whether an electrophysiological correlate 

of the reported hypersensitivity in patients with migraine exists at the neural level, in terms of brain 

responses. In other clinical disorders such as autism and obsessive-compulsive disorder, where 

patients also frequently complain of sensory sensitivities, some studies have suggested that a lack of 

habituation to environmental stimuli might reduce the ability to properly suppress stimuli, leading to 

the development of hypersensitivities.(794,795) However, a link between visual evoked potentials 

and sensory measures (e.g., visual discomfort thresholds) has not been found in patients with 

migraine.(609) In fact, direct links between behavior or perceptual measures and EEG metrics are 

frequently implied but seldom supported through statistics. Therefore, it remains essential to continue 

investigating the relationship between subjective, perceptual measures provided by patients with 
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migraine and objective neural metrics, given that these processes would appear to share a link. Despite 

this research study not finding a link between the three measures, which might suggest that they are 

independent processes, an alternative explanation might be that PR-VEPs do not provide the adequate 

tool to tap into these processes and their interactions effectively. 
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6.4. Investigating the exogenous and endogenous mechanisms of auditory sensitivity processing 

in interictal EM and HC, using an oddball task 

 

The final SO of this PhD thesis was to assess the exogenous and endogenous mechanisms of 

sensory-attentional processing in the auditory modality and in patients with EM during the interictal 

phase, using an active oddball task and ERPs as well as time-frequency analyses (Research Study 4). 

The early, primarily stimulus-driven components including N1 and P2 were used to assess sensory 

processing whereas later components including the MMN, early and late P3a, P3b, and RON were 

used to assess sensory-attentional mechanisms. Furthermore, our research study added spectral power 

and phase synchronization metrics to expand on the information provided by classic ERP analyses. 

The results of this research study yielded three main findings:  

 

[i] significant differences in the amplitude of the N1 component and theta-phase 

synchronization between EM and HC, with EM patients indicating increased 

responses to auditory stimuli, 

 

[ii] normal habituation to repetitive auditory stimuli in both EM and HC, as a function 

of ERP amplitudes, spectral power, and phase-synchronization,   

 

[iii] significantly reduced early P3a, incremented P3b, and reduced RON in EM, 

suggesting an impaired attentional response pattern to novel stimuli. 

 

Early sensory-attentional processing 

 Past literature would appear to indicate a hypersensitivity to sound between attacks in patients 

with migraine.(561) The results of this research study would be consistent with these findings, 

suggesting altered exogenous mechanisms of auditory sensory-attentional processing in patients with 

EM interictally. In fact, the presence of an increased amplitude of N1 in patients with EM suggests 

that patients attribute increased saliency and subsequently destine more attentional resources to the 

processing of environmental sounds.(146,350) This may, in turn, have an impact on the neural 

representation of sound within the auditory cortex.(796) Furthermore, the amplitude of both P2 and 

N2 components were similar between groups in our research study, which would suggest that higher-

order perceptual processes along with their top-down, endogenous modulation by attentional 

mechanisms are preserved in patients with migraine.(428)  

 Aside from the alterations in N1 amplitude, the main finding of this research study was the 

incremented theta phase-synchronization in response to repetitive stimuli in patients with EM. During 
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active auditory oddball tasks, the theta frequency range has been shown to underlie the neural 

response to standard stimuli.(379) Furthermore, metrics such as power and phase-synchronization of 

neural oscillatory activity have been linked to the generation and modulation of ERPs (797,798) a 

particular role for phase-synchronization in the maintenance (and progressive habituation) of ERP 

amplitudes over repetitive stimulation.(353) In fact, theta phase synchronization would appear to have 

a relevant and dynamic role in early sensory processing by providing an internal form of information 

coding in the sensory cortex,(799) through constant monitoring of external sensory stimuli.(800) 

Furthermore, this process would appear to be tightly related to the N1 component, at least in the 

auditory modality.(353) Consequently, in this research study, the reported increase in theta phase-

synchronization in EM could lead to the incremented auditory processing, confirmed by an enhanced 

N1 amplitude. The results of our research study are also consistent with findings in the visual domain, 

indicating increased phase-synchronization in interictal patients with EM without aura, in alpha 

during repetitive visual stimulation (102,695,801) as well as altered connectivity between salience 

and auditory-related structures as measured using resting-state fMRI. Ultimately, these results would 

provide support to the hypothesized thalamocortical dysrhythmia,(101) thought to result in increased 

low-frequency oscillations in thalamic structures leading to a hyperresponsivity of sensory cortices. 

 

Habituation 

 The habituation of ERPs, spectral power, and phase-synchronization measures across blocks 

was analyzed in both patients with EM and HC and yielded normal habituation in both groups. These 

findings are consistent with our results using visual stimuli (Research Study 1) and also previous 

studies, which did not find significant differences in N1 and P2 habituation to auditory stimuli 

between patients with EM and HC.(673,675,676,678,802) Importantly, the thalamocortical 

dysrhythmia hypothesis states that the reported hyperresponsivity in patients with migraine is due to 

a deficit of habituation in response to sensory stimuli,(102) however, an increased number of negative 

findings related to this proposed lack of habituation would open this up for 

debate.(673,675,676,678,802)  In fact, it remains unclear whether this deficit of habitation, often 

found in patients with migraine interictally, is a hallmark of the disease itself or may be related to a 

specific subtype of migraine (i.e., episodic, chronic, with or without aura) or some other confounding 

factor such as treatment, psychiatric comorbidity, age, or methodological differences.(803) For a 

more in-depth discussion see Section 6.3. 

 

Late sensory-attentional processing 

 Following the appearance of earlier ERP components, the subsequent ERP cascade can shed 

light on the response to novel and target stimuli, which would appear to be impaired in patients with 
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EM. In line with the results of some previous studies (678,679) and despite others,(675,676) we found 

similar MMN amplitude in response to novel stimuli between groups. This might suggest that 

processes related to the early sensory detection of unexpected change, or stimuli, are preserved in 

patients with EM, interictally. Next, we explored the P3a component. In relation to literature, some 

studies have found no difference (676,680) whereas others have reported increased P3a in EM as 

compared to HC.(675) Additionally, given that previous basic research studies have separated P3a 

into two peaks (early and late) associated to different brain generators, we decided to divide the P3a 

accordingly. The results of our research study yielded a reduced early P3a and increased late P3a in 

EM as compared to HC. This would suggest that, in response to novel stimuli, patients with EM 

showed a reduced post-sensory response (decreased early P3a), quickly compensated by an enhanced 

allocation of attentional resources (increased late P3a). In terms of P3b, EM and HC showed similar 

amplitudes of this component in response to auditory stimuli, which is consistent with some 

studies,(672,673,681) but in contrast to others.(674,679,804) Finally, results from this research study 

yielded a reduced RON in response to both target and novel stimuli in patients with EM. This would 

suggest that patients with migraine struggle to disengage from the presence of distracting, novel 

stimuli as well as re-orienting back to the task, which might indicate impaired cognitive 

flexibility.(170) 
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6.5. Research study limitations 

 

Limitations of RS1 

The current study primarily focused on the alpha frequency band via selective visual 

attention, therefore it remains to be determined whether these results can be generalized to other 

frequency bands, sensory modalities, and cognitive processes. Nonetheless, past studies investigating 

other frequencies and cognitive processes including target detection,(514) visual discrimination,(237) 

speech perception,(805) cross-modal illusory perception,(806) and source memory 

performance,(807) did not account for the effects of inherent task predictability. In our study, it 

appears rather clear that the putative effect of neural entrainment on behavioral performance, if any, 

must have been much smaller than the significant effect of spatial validity, replicating the findings of 

a number of past studies on discrimination accuracy,(367,808,809) and stimulus 

detection.(388,810,811) Additionally, the spatial attention effect occurred alongside lateralization of 

alpha activity at posterior sites,(186) which would provide support to the role of alpha in suppressing 

irrelevant information, in this case related to spatial location.(402,812–814) Also, despite our study 

reducing the effect of absolute expectation (one fixed timepoint) as a potential confounding factor, 

we did not modulate factors related to relative expectation (a varying possible timepoint, with fixed 

spacing). Future studies should attempt to dissociate these effects from neural entrainment by adding 

jitter to target onset times, similarly to Spaak et al.(525)  

 

Limitations of RS2 

 One of the explanations for the lack of significant differences in this research study could be 

due to the characteristics of our patient sample which was comprised of young adults with EM in the 

interictal phase. Previously, one of the possible explanations for discrepancies in the research on 

migraine has been attributed to the type of patient being assessed,[(815) for a review see (816)] with 

a large proportion of studies finding negative results recruiting patients from the general population 

in contrast to those reporting significant differences where patients were frequently sampled from 

out-patient clinics. Importantly, the patients originating from out-patient clinics frequently report a 

higher headache frequency and headache-related disability, more psychiatric comorbidities such as 

anxiety and depression, as well as the effects of medication, all of which could impact the 

results.(815–817) Although, and importantly, this is not so clear; please keep in mind the results of 

RS3, where we also recruited a sample of patients from an out-patient clinic and did not find between 

group differences (with the exception of sensory sensitivity as measured by the SPQ). Therefore, it is 

possible that endogenous processing could be altered in patients with a more severe disease 
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pathophysiology. In fact, we are currently analyzing the results of a follow-up experiment, which 

applied the same cued visual detection task with bilateral entrainment to patients recruited from a 

specialized Headache Clinic with a higher headache frequency (the same sample of participants as 

those in Research Study 3, Experiment 2). Furthermore, the patients in this study did not report 

sensory hypersensitivity, according to the scores of the SPQ, which did not differ significantly from 

their HC. However, these patients were taken from the same pool of patients used for RS3 and RS4 

and in the other studies we did find significant differences in sensory sensitivity between groups. 

Therefore, it may be the case that in reducing the sample size of this research study, due to a greater 

number of exclusions, we removed those patients with greater sensory sensitivity. 

 

Limitations of RS3 

 First, in terms of limitations, sensory sensitivity in our study was assessed using a perceptual 

metric (SPQ) but we were unable to measure it directly using an objective measure, unlike the other 

experimental variables (cortical excitability and habituation). However, despite this limitation, PR 

tasks with simultaneous EEG recording provide a well-validated and frequently used tool to study 

visual processing as well as the ability to select stimulation parameters based on recommendations 

from other authors.(623–626,747,780) Migraine is also three times more frequent in women than in 

men (818) and this should be taken into account when considering the relationship of different 

experimental measures to gender. However, in this research study we were unable to examine the 

relationship of gender to other demographic and experimental variables. Specifically, in Experiment 

1, the sample was comprised of all women, whereas in Experiment 2, we maintained a 3 to 1 ration 

of women to men, equivalent to the prevalence reported in the population (105) with our EM and HC 

samples being gender-matched in both studies to avoid potential distortion of our results. Nonetheless, 

in previous studies on these concepts, the effects of gender were also not considered, despite some 

evidence suggesting that there are structural and functional brain differences in men and women, 

related to migraine.(819) Also, in terms of correlations, it is possible that we did not find a significant 

correlation due to the small sample sizes and homogeneity of our participant groups. Finally, we did 

not evaluate MA and MwoA separately due to small sample sizes, despite having collected 

information relative to aura. However, past literature on cortical excitability and habituation in 

patients with MA also did not find abnormal cortical excitability or a lack of habituation.(609,625) 

 

Limitations of RS4 

 The first limitation in this study, similarly to RS2 (although in this case we still found 

significant differences between groups) consisted of the features of our sample of patients with 

migraine, which were young women between the ages of 19-28 years old, diagnosed with low-
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frequency EM. Given their age and disease severity, it is possible that the results of our research study 

are unable to unequivocally explain migraine symptomatology particularly in patients with higher 

frequency of attacks and greater comorbidities, such as those frequently treated in out-patient clinics. 

Furthermore, the age of migraine onset may have an effect on sensory-attentional auditory processes 

but in this research study we were unable to evaluate its impact given that patients were unaware or 

unsure of their diagnosis, having never been formally diagnosed, and were therefore unable to 

pinpoint an onset time. Furthermore, although this study assessed habituation it is important to note 

that the presentation of other stimuli (particularly strong or salient ones) may result in recovery or 

disruption of habituation to standard repetitive stimuli.(331) Given that the experimental design 

consisted of an active three-stimulus oddball task it is possible that the presentation of target and 

novel stimuli may have affected the chain of habituation and biased data. Therefore, habituation 

results should be interpreted with some degree of caution. 

 

General limitations 

Migraine research is in a constant state of evolution as researchers seek to understand this 

complex neurological disease and to improve its research designs, methods, and analyses. Given that 

past literature is somewhat conflicting, it is particularly important to reflect on the reasons as to why 

this may be the case and to make the necessary improvements for future studies. For starters, a number 

of general limitations can be discussed, both in light of the research carried out in this PhD thesis, but 

also with respect to the field of migraine research as a whole. These limitations and factors to consider 

include patient and attack heterogeneity, the concept of migraine phase and our methods to control 

for it, experimental design, method, and analysis discrepancies, and limitations inherent to our 

research techniques, among others.  

 It goes without saying that patients with migraine showcase significant intraindividual but 

also interindividual heterogeneity in terms of both attack and disease characteristics.(793) For 

example, in terms of attacks, some patients report aura while others do not alongside differences in 

duration, intensity, and accompanying symptoms.(793) Additionally, migraine as a disease is also 

highly variable, with different onset times, occurrences, comorbidities, and evolution, leading to a 

variety of different subtypes based on self-reported symptoms.(793,820) Despite constant 

improvements being made to the classification system used to group patients with migraine into 

different diagnostic categories (ICHD-3), migraine nosology remains somewhat imprecise, closely 

related to a lack of distinct disease biomarkers. Furthermore, migraine is a multifactorial disease most 

likely elicited by a number of different input combinations,(821–823) which makes it difficult to 

generalize findings. Migraine subtypes frequently refer to disease symptomatology (i.e., MA and 
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MwoA) but also attack frequency (i.e., EM and CM). However, it remains unclear whether MA and 

MwoA are truly separate entities, with some researchers arguing against their etiological distinction 

[for a review see (824)] and others for it.(825) According to Nyholt et al., MA and MwoA exist on 

the same spectrum,(824) as supported by evidence indicating that [i] patients diagnosed with MA 

frequently report attacks without aura (826) [ii] MwoA and MA appear to coexist within the same 

families,(827) as well as [iii] the development of MA in patients previously diagnosed with MwoA 

and vice versa.(828,829) Additionally, in a research study using latent class analysis on twin 

unselected community samples, MwoA and MA were found to co-occur on a spectrum but with MA 

being more related to increased disease severity. Furthermore, the differentiation between EM and 

CM is also somewhat arbitrary. The current distinction is based on the number of attacks, meaning 

that patients with 15 or more headache days a month for at least three months, of which 8 or more 

should present with migraine-like symptoms, are diagnosed with CM. However, in recent years some 

studies have indicated that patients with high-frequency EM (8-14 headache days/month) may 

actually be more clinically similar to those with CM than those with low-frequency EM.(788) This 

might suggest that aside from clinical symptoms, these patients resemble CM in terms of experimental 

measures as well. In sum, the current criteria used to classify patients into distinct subtypes remains 

somewhat imprecise therefore until the debate as to distinct or similar etiologies is clarified, 

researchers should proceed with caution when generalizing results to a specific migraine subtype. 

Furthermore, migraine is also frequently associated with a high level of psychiatric comorbidities, 

such as anxiety and depression.(110,111) In fact, as previously mentioned the type of patient assessed 

may have an important impact on the results. For example, in studies of visual processing, many 

studies sampling from the general population reported negative results, which was not the case for 

studies using patients recruited from out-patient clinics.(815) This may be related to the fact that 

patients in out-patient clinics tend to have greater headache frequency and headache-related disability, 

more severe comorbidities including anxiety and depression, as well as pharmaceutical treatments, 

which may have an impact on sensory-attentional, as well as cognitive function.(815–817) In this 

PhD thesis, we attempted to recruit for the most part, young adults from the general population with 

low-frequency EM and great care was taken regarding comorbidities and medication to ensure that 

our patient and control samples were as homogeneous as possible. Although this approach is 

important to minimize the third variable problem on our measures of interest and the internal validity 

of our experiments, it is true that it reduces our ability to study the whole spectrum of migraine and 

may remove important information related to disease heterogeneity. This is why, in Research Study 

3 we also assessed a sample from an out-patient clinic, to see whether increased disease severity and 

age, might impact the results with similar findings being reported in both experiments. In sum, it is 
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important to carry out and replicate previous studies with different samples of well-matched migraine 

patients, to reduce the likelihood of previous findings being associated with something other than 

migraine itself. 

 Next, in terms of phase it is important to note that this variable is most often controlled using 

a daily headache calendar. This tool was first introduced by Russell et al. seeing as patients often had 

difficulty recalling headache presence and its characteristics, resulting in recall bias and a lack of 

descriptive accuracy.(830) Nonetheless, adherence continued to remain a problem, despite eDiaries 

improving this issue through ease of access, branching questions, and accessible patient reports. In 

fact, one of the criticisms when reviewing the literature on migraine has been attributed to the lack of 

consistency when defining different phases of the migraine cycle,(703) which makes it difficult to 

conduct literature reviews, particularly with regard to phase effects. Research studies on migraine 

should utilize baseline headache diaries (and throughout the experimental period as well as after the 

session) for both patients and controls as standard procedure. For both phase effects and patient 

heterogeneity, longitudinal studies may provide an excellent research tool. 

 Also, with regard to the experimental design themselves, a number of authors have 

emphasized the difficulty in generalizing findings and establishing clear conclusions when the 

majority of studies have used different methodological parameters, clinical samples and selection 

criteria, task instructions, and blinding (see 6.3. for more details). In our research studies, we were 

careful to select parameters based on the recommendations of previous authors. Sample size is also 

an issue in research on patients with migraine, particularly when using EEG due to the necessity for 

a certain number of artifact-free trials, which often excludes a number of participants from further 

analyses. Also, given that the majority of research studies focus on a specific migraine phase, patients 

are frequently excluded for being outside of this phase post-recording and revision of the eDiary 

results. As migraine frequency and disease severity increases, more patients are excluded, which may 

introduce bias into the remaining sample, seeing as the patients that are excluded (especially when 

the number is high) may be different from those that are left in the final analysis sample. 

Unfortunately, this is a big problem in migraine research and might be resolved by increasing the 

initial sample size to account for a large number of fall-out. Furthermore, increasing the sample size 

also has a positive effect on statistical power, which may permit us to uncover more subtle effects, 

particularly in patients with low-frequency and low burden of disease. 

 Finally, the EEG technique provides a number of advantages including high temporal 

resolution and the ability to evaluate the stages of sensory-attentional processing, however neither 

ERPs nor time-frequency analyses provide a direct relationship between these processes and specific 

brain areas or neurotransmitters. A number of previous studies have identified alterations in both 
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structure and function of certain brain areas [for a review see (97,831)], associated with sensory-

attentional processing, including reduced grey matter in areas related to pain including the amygdala, 

operculum, anterior cingulate cortex, insula, and frontal, precentral, and temporal gyri,(832) increased 

activation of the visual cortex.(833,834) Nonetheless, given that ERPs are unable to directly assess 

these aspects, future studies should attempt to combine different techniques to better understand 

exogenous and endogenous sensory-attentional processing in patients with migraine.  
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6.6. Research study conclusions 

 

 The MO of this research thesis was to study sensory-attentional processing in patients with 

EM interictally. To accomplish this, four research studies were conducted investigating exogenous 

and endogenous mechanisms as well as a variety of processes, in the visual and auditory domains. 

The overarching results would appear to indicate certain sensory-attentional alterations, particularly 

with regard to sensory sensitivity, attentional re-orienting, and the allocation of attentional resources 

to novel or unexpected stimuli. On the other hand, other processes were found to be normal or 

preserved in patients with EM interictally, including cortical excitability, habituation, and neural 

synchronization. The implications of these results will be discussed upon continuation. 

 

Conclusions of RS1 

 The results of this research study would provide additional evidence for neural entrainment, 

as defined by the synchronization of endogenous oscillatory activity to external, rhythmic stimuli, 

which persists beyond the presence of a driving signal. It would also provide support to the body of 

literature against the conceptualization of neural entrainment as a succession of ERPs. Furthermore, 

the effect of neural entrainment on behavioral performance may be more limited than previously 

suggested, although it remains to be seen how this internal predictive mechanism may modulate visual 

perception and affect behavior. Nonetheless, neural entrainment is maintained despite reduced 

temporal predictability. Importantly, this task permits the study of both exogenous and endogenous 

mechanisms as they relate to neural synchronization, which makes it a suitable candidate for use in 

clinical studies. 

 

Conclusions of RS2 

 In this subset of patients with EM, assessed during the interictal phase, both the exogenous 

and endogenous mechanisms of neural entrainment were found to be preserved. This would suggest 

that in patients with a low burden of disease, neural synchronization processes as they relate to 

sensory-attentional processing are comparable to HC. However, future studies should attempt to 

broaden these findings further to see whether these results may differ in patients with a greater disease 

burden or in the auditory modality. 

 

Conclusions of RS3 

 The results of both experiments in this research study yielded a significant hypersensitivity 

to visual stimuli in interictal EM but no differences in cortical excitability or habituation, as assessed 
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with PR-VEPs. This would suggest that in the visual domain, the exogenous mechanisms underlying 

sensory-attentional processing in response to PR stimulation may be relatively intact. 

 

Conclusions of RS4 

 In this research study, the findings indicated a hypersensitivity to auditory stimuli in EM 

patients, interictally. Additionally, EM showed a reduced post-sensory response and a rapid 

compensatory mechanism of increased allocation of attentional resources in contrast to HC. Taken 

together, these results would suggest that patients attribute increased saliency and attentional 

resources to repetitive stimuli and their surrounding environment. Furthermore, in response to salient 

or biologically relevant stimuli (i.e., target and novel), patients struggled to re-orient back to the 

current task after being exposed to a distracting stimulus, indicating decreased cognitive flexibility in 

EM as compared to HC. Ultimately, EM patients would appear to exhibit hypersensitivity to auditory 

stimuli, impaired allocation of attentional resources, and trouble re-orienting, which might explain 

the reported auditory alterations in EM interictally. 
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7. GENERAL CONCLUSIONS 
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1. Cued visual detection tasks with bilateral entrainment can provide a good measure of both 

exogenous and endogenous mechanisms of sensory-attentional processing. 

 

2. In patients with episodic migraine during the interictal phase, the brain’s capacity to 

synchronize its neural oscillatory activity to rhythmic external stimuli, measured using a cued 

visual detection task with bilateral entrainment, is not significantly different from headache-

free controls. This would suggest that the exogenous and endogenous mechanisms of 

sensory-attentional processing, related to neural entrainment, are preserved in this type of 

patient. 

 

3. Patients with episodic migraine in the interictal phase report similar cortical excitability and 

normal habituation on a pattern-reversal task, as compared to headache-free controls. 

Additionally, patients exhibit visual hypersensitivity in contrast to controls, which would 

suggest some level of altered exogenous mechanisms related to visual processing.  

 

4. Patients with interictal, episodic migraine compared to headache-free controls show normal 

habituation but heightened responses to auditory stimuli, in response to an oddball task, as 

well as an increased allocation of attentional resources to novel or unexpected stimuli and 

difficulty shifting attention back to the task. This would appear to indicate the presence of 

certain altered exogenous and endogenous mechanisms of auditory sensory-attentional 

processing. 

 

 

 

In conclusion, patients with episodic migraine exhibit some level of sensory-attentional processing 

impairments, although the results, as compared to the past literature in migraine, appear to be more 

limited than previously thought. 
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8. FUTURE LINES OF RESEARCH 
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This research thesis has highlighted the importance of studying the exogenous and 

endogenous mechanisms of sensory-attentional processing in patients with migraine. In particular, 

the results from the case-control studies (Research Studies 2-4) would suggest some future lines of 

research, which will be detailed upon continuation. 

 

 First, with regard to Research Study 2, it would be interesting to extend these results to other 

modalities and frequencies, particularly taking into account the results from Research Study 4, which 

indicated a number of altered sensory-attentional processes in EM as compared to HC, among others 

increased theta phase-synchronization. Applying a theta frequency entrainment task in the auditory 

modality, would enable us to determine whether the alterations reported in this modality in Research 

Study 4, might be explained by differences in the ability to synchronize internal oscillatory activity 

to external periodicities [neural entrainment] in patients with migraine as compared to HC. 

 

 Next, in terms of Research Study 3, it would be of interest to continue exploring the interplay 

between sensory sensitivity, cortical excitability, and habituation using a paradigm that could permit 

us to directly measure all three processes objectively. This way we could attempt to more definitively 

delineate the relationship between these three variables and their interaction in patients with migraine. 

 

 In Research Study 4, the results would appear to indicate that novelty processing mechanisms 

might be impaired in patients with migraine, therefore future studies should consider using paradigms 

that tap into this cognitive process specifically. Furthermore, although we did not find a deficit of 

habituation on this task, the results should be interpreted with caution and instead it may be interesting 

to apply a ‘purer’ auditory habituation paradigm in patients with migraine interictally, to see whether 

there is the expected deficit of habituation as well. 

 

 Finally, as we have seen, migraine is a complex disorder comprised of different subtypes and 

symptomatology, therefore future studies should examine different types of patients, phases of the 

migraine cycle, disease evolution, and other aspects related to patient heterogeneity as well as 

sociodemographic characteristics such as gender. 
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10.1 Appendix 1 

 
Supplementary Table 1. A summary list of studies, in patients with migraine, related to cortical excitability and 

specifically event-related potential (ERP) component latencies, amplitudes, and peak-to-peak amplitude differences 

in response to Pattern-Reversal stimulation. 

Ref. 

No of 

subjects 

and 

diagnosis 

Mean 

age±SD 

(range) 

Timing of 

session 

Spatial 

freq. 

Temporal 

freq. 

No of 

trials 
ERPs Principal findings 

Kennard et 

al.(592) 

28 MA 

30 HC 
39 NA NA 2 Hz 256 

N1, P1, 

N2 

Increased latency and 

amplitude of P1 in MA 

compared to HC 

Benna et 

al.(596) 

10 MwoA 

10 with 

TIA 

36 

(25-46) 

48 

(44-52) 

At least 8 days 

after attack 
NA NA NA N80, P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Polich et 

al.(835) 

20 MA 

20 HC 

33±7 

(23-44) 

Headache-free 

at test 
16x16 3.9 Hz 200x2 

N75, P1, 

N145 

N75-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Mariani et 

al.(836) 

22 MwoA 

20 HC 

39±11 

(17-60) 

40±12 

(21-60) 

At least 48 

hours after 

attack 

38' 1 Hz 128x2 
P1 

N1-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Raudino 

(837) 

34 MwoA 

6 MA 

20 HC 

Female M: 

37 

(17-78) 

Male M: 

30 

(14-43) 

Female 

HC: 38 

(17-54) 

Male HC: 

37 

(19-55) 

Headache-free 

at test 
NA 1.5 Hz NA P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Diener et 

al.(593) 

54 MwoA 

4 MA 

87 HC 

42 

35 
NA 60'x60' 

1.56 Hz 

8.33 Hz 
64  

P1 and 

(N1-Pl) 

+ (N2-

P1)/2 

Increased latency of P1 

and larger amplitude in 

M at baseline 

compared to HC 

Lai et 

al.(838) 

25 MA 

13 MwoA 

29 

[median 

age] 

(17-38) 

Not specified 27.6' NA 128 
N1, P1 

N1-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Drake et 

al.(597) 

50 MwoA 

37 HC 
? (16-67) NA 56' 1.88 Hz 200x2 

N1, P1, 

N2 

No significant 

differences in latencies 

or amplitudes between 

groups 

Mariani et 

al.(839) 

20 MA 

20 HC 

34±12 

(19-55) 

37±10 

(21-51) 

At least 48 

hours after 

attack 

38' 1 Hz 128x2 
P1 

N75-P1 

Increased latencies of 

P1 in MA compared to 

HC 
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Tsounis et 

al.(840) 

22 MwoA 

22 MA 

37 HC 

37 

(15-56) 

32 

(18-58) 

At least 2 

weeks after 

attack 

49' 1 Hz 128x2 P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Tagliati et 

al.(841) 

7 MwoA 

8 visual 

prodromes 

15 HC 

32±9 

(17-56) 

? 

(18-50) 

At least 1 

week after 

attack 

NA NA 240 
N70, P1 

N70-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Schoenen et 

al.(341) 

27 MwoA 

9 MA 

16 HC 

32 

33 

At least 1 

week after 

attack 

8' 3.1 Hz 50x5 

N1, P1, 

N2 

N1-P1 

P1-N2 

No significant 

differences in latencies 

or amplitudes between 

groups 

Shibata et al. 

(842) 

14 MwoA 

19 MA 

43 HC 

40 

(20-62) 

42 

(20-70) 

41 

(18-71) 

At least 2-20 

days after 

attack 

30' 1 Hz 100x2 

N75, P1, 

N145 

N75-P1 

P1-N145 

Increased N75-P1 

amplitudes in MA 

compared with HC 

Sener et 

al.(843) 

23 MwoA 

16 MA 

17 HC 

33±7 

36±9 

At least 1 

week after 

attack 

NA 2 Hz 200x2 
P1 

N70-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

Shibata et al. 

(602) 

14 MwoA 

15 MA 

23 HC 

40 

(22-65) 

46 

(22-65) 

43 

(20-65) 

At least 5 days 

after attack 
30' 2 Hz 100x2 

P1 

N75-P1 

Increased N75-P1 

amplitude in MA as 

compared to HC 

Afra et 

al.(616) 

25 MwoA 

15 MA 

25 HC 

36 

30 

At least 5 days 

after attack 
8' 3.1 Hz 100x15 

N1, P1, 

N2 

N1-P1 

P1-N2 

No significant 

differences in latencies 

or first block amplitudes 

between groups 

Shibata et 

al.(603) 

20 MA 

19 ME 

(aura, no 

headache) 

34 HC 

41 

(22-68) 

48 

(22-70) 

48 

(20-72) 

At least 1-30 

days after 

attack 

30' 2 Hz 100x2 
P1 

N75-P1 

Increased amplitudes 

in MA and ME as 

compared to HC 

Oelkers et 

al.(604) 

13 MwoA 

13 MA 

28 HC 

29±6 

27±4 

± 3 days 

before and 

after attack 

0.5 

c.p.d. 

1 c.p.d. 

2 c.p.d. 

4 c.p.d. 

1 Hz 
50x5 per 

cond. 

N1, P1, 

N2 

N1-P1 

P1-N2 

Prolonged N2 latencies 

to 2, 4 c.p.d. as well as 

higher P1-N2 

amplitude in response 

to 0.5 c.p.d. in MwoA 

and MA but not HC 

Wang et 

al.(606) 

22 MwoA 

13 ETH 

20 CTH 

26 HC 

35±10 

27±11 

28±8 

32±12 

At least 1 

week after 

attack 

8' 3 Hz 50x5 

N1, P1, 

N2 

N1-P1 

P1-N2 

No significant 

differences in latencies 

or first block amplitudes 

between groups 

Afra et 

al.(608) 

12 MA 

10 HC 

34±16 

28±6 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and amplitudes between 

groups 
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Afra et 

al.(607) 

37 MwoA 

22 MA 

23 HC 

36±11 

27±7 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and first block 

amplitudes between 

groups 

Yücesan et 

al.(844) 

49 MwoA 

17 HC 

29±8 

(18-48) 

37±7 

(23-52) 

36±9 

(18-48) 

At least 1 

week after 

attack 

NA 2 Hz 250x2 
P1 

N70-P1 

No significant 

differences in latencies 

and amplitudes between 

groups 

Judit et 

al.(617) 

69 MwoA 

4 MA 

4MwoA+

MA, no 

HC 

34 

35 

± 3 days 

before and 

after attack  

(37 MwoA) 

1 day before  

(8 M) 

during  

(15 M) 

1-2 days after  

(32 M) 

68' 3.1 Hz 50x5 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and amplitudes between 

groups 

Khalil et 

al.(594) 

47 MA 

37 MwoA 

8 MwoA + 

MA 

62 HC 

40±13 

(16-59) 

37±13 

(17-58) 

Headache-free 

at test 
37.8' 2 Hz 240 P1 

Longer latencies and 

increased amplitudes of 

P1 in M compared to 

HC 

Sand & 

Vingen 

(609) 

6 MA 

15 MwoA 

22 HC 

39±9 

40±9 

Preattack 

group: 

headache 24 

hours after 

(8 M) 

Interictal: no 

headache after 

(13M) 

8' 

33' 
2 Hz 100x2 

N70, P1, 

N145 

N70-P1 

P1-N145 

No significant 

differences in amplitudes 

between groups 

Logi et 

al.(845) 

40 MwoA 

19 MA 

30 HC 

36±14 

38±10 

At least 10 

days after 

attack 

14.3' 1 Hz 
100x2 or 

x3 

N70, P1 

P60-N70 

N70-P1 

No significant 

differences in latencies 

and amplitudes between 

groups 

Yilmaz et 

al.(846) 

16 MwoA 

29 MA 

22 HC 

32 

(11-64) 

34 

(15-60) 

During (26 M) 

Between (19 

M) attacks 

NA 2 Hz 200 

N1, P1, 

N2 N1-

P1 

Significantly longer N2 

latency in MA 

interictally compared 

to HC 

Kochar et 

al.(847) 

25 M 

? HC 
NA 

During and 7 

days after 

attack 

NA NA NA P1 

Prolonged P1 latency 

during the migraine 

attack, normal between 

attacks  

Ozkul and 

Bozlar (619) 

44 MwoA 

35 MA 

40 HC 

36±10 

34±9 

33±8 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and first block 

amplitudes between 

groups at baseline 

Coutin-

Churchman 

& de 

Freytez 

(605) 

24 MA 

50 HC 

? (18-53) 

? (18-47) 

Interictal (not 

specified) 
30' 2 Hz 100x2 

P1 

N1-P1 

P1-N2 

Higher amplitudes in 

MA as compared to 

HC, no differences 

between groups in 

latencies 
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Ashjazadeh 

& 

Varavipour 

(848) 

27 MA 

26 MwoA 

55 HC 

15-57 

15-48 

At least 1 

week after 

attack 

NA 2 Hz 200x2 

N75, P1, 

N145 

P1-N145 

Increased latencies of 

P1 in MA as compared 

to HC 

Spreafico et 

al.(849) 

19 MA 

34 MwoA 

20 HC 

38 

35 

At least 5 days 

after the last 

attack 

240.5' 3 Hz 100x15 P1 

Lower P1 latencies in 

M with no preventive 

therapy compared to 

HC 

Coppola et 

al.(743) 

27 MA 

20 MA+ 

30 HC 

32±9 

33±10 

33±13 

± 3 days 

before and 

after attack 

15' 1.55 Hz 100x6 

N1, P1, 

N2 

N1-P1 

P1-N2 

No differences in 

latencies, significantly 

increased N1-P1 

amplitude in last block 

in MA not HC 

Coppola et 

al.(850) 

15 MwoA 

15 MA 

15 HC 

31±10 

30±10 

28±8 

± 3 days 

before and 

after attack 

15' 3.1 Hz 100x6 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and amplitudes between 

groups 

Di Clemente 

et al.(620) 

15 MwoA 

15 HC 

28±11 

24±3 

± 2 days 

before and 

after attack 

68' 3.1 Hz 100x6 
N1, P1 

N1-P1 

No significant 

differences in latencies 

and first block 

amplitudes between 

groups 

Shibata et 

al.(344) 

14 MwoA 

11 MA 

25 HC 

41±11 

44±15 

40±10 

± 72 hours 

before and 

after attack 

0.5 

c.p.d. 

1.0 

c.p.d. 

4.0 

c.p.d. 

1 Hz 100x2  

N75, P1, 

N135 

P50-N75 

N75-P1 

P1-N135 

Increased N135 latency 

in M compared to HC 

at 4.0 c.p.d. 

Increased amplitudes 

with high contrasts and 

high spatial frequency, 

P100-N135 significantly 

increased at all spatial 

frequencies; P50-N75 

at 1.0 and 4.0 c.p.d. and 

P100-N135 at 4.0 c.p.d. 

Sand et 

al.(623) 

33 MwoA 

8 MA 

31 HC 

37±13 

37±16 

40±11 

Preattack (13 

M) 

Attack (13 M) 

Postattack (10 

M) 

Interictal (± 72 

hours before 

and after 

attack; all M) 

31' 

62' 
0.95 Hz 50x4 

N1-P1 

P1-N2 

Increased P1-N2 

amplitudes in pre-

attack phase as 

compared to interictal 

phase, as well as 

compared to MwoA 

and HC 

Increased N1-P1 

amplitudes in MA as 

compared to MwoA 

and HC 

Sand et 

al.(624) 

33 MwoA 

8 MA 

31 HC 

37±13 

37±16 

40±11 

Preattack (13 

M) 

Interictal (±72 

hours before 

and after 

attack) 

31' 

62' 
0.95 Hz 50x4 

N1-P1 

P1-N2 

No significant 

differences in amplitudes 

between HC and M 

Increased P1-N2 

amplitudes for medium 

and large checks and 

higher N1P1 amplitude 

for large checks in MA 

as compared to MwoA 

Marinis et 

al.(598) 

40 MA 

40 MwoA 

40 HC 

32±8 

32±9 

32±8 

At least 72 

hours after the 

last attack 

38' 1 Hz 100x2 P1 

No significant 

differences in latencies 

between groups 
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Shibata et 

al.(851) 

10 MA 

10 MwoA 

20 HC 

39 

(20-57) 

41 

(20-58) 

39 

(20-60) 

At least 72 

hours after 

and 48 hours 

before an 

attack 

0.5 

c.p.d. 

2.0 

c.p.d. 

5 Hz 

10 Hz 

6 to 15s 

each 

Ampl. 

and 

phase of 

2nd and 

4th 

harmoni

c (2F 

and 4F) 

For 2F: At 0.5 c.p.d. 

increased amplitude in 

M compared to HC.  

4F: At 2.0 c.p.d. 

significantly increased 

amplitude in MA 

compared to MwoA 

and HC at 10 Hz, high 

contrast 

Boylu et 

al.(589) 

41 M 

? HC 
NA NA NA NA NA 

N75, P1, 

N145 

N75-P1 

Longer N75 and P1 

latencies and lower 

amplitudes in 

migraine; N145 longer 

in M with longer 

disease 

Khalil et 

al.(599) 

47 MA 

62 HC 
16-59 

At least 3 days 

after an attack 
38' 2 Hz 240 P1 

No significant 

differences in amplitudes 

between groups 

Nguyen et 

al.(590) 

26 MwoA 

19 MA 

30 HC 

28±6 

(20-41) 

33±6 

(19-43) 

26±7 

(19-46) 

At least 7 days 

after an attack 

4 M had 

headache 72 

hours after 

48' 

15' 

960' 

1 Hz 

8.3 Hz 

200 

(100x2) 

N75, P1, 

N135 

Reduced P1 amplitude 

for MA (transient PR-

VEP) as compared to 

MwoA and HC 

Shibata et 

al.(780) 

12 MwoA 

12 MA 

12 HC 

41 

(20-59) 

43 

(20-60) 

42 

(20-60) 

± 72 hours 

before and 

after attack 

0.5 

c.p.d. 

1.0 

c.p.d. 

2.0 

c.p.d. 

4.0 

c.p.d. 

7.5 Hz 20x4 

Steady-

state 

VEPs 

Increased amplitudes 

in MA in response to 

2.0 c.p.d. as compared 

to MwoA and HC 

Coppola et 

al.(347) 

21 MwoA 

22 MA 

22 Mict 

21 HC 

27±7 

31±10 

34±12 

28±8 

Interictal: ± 3 

days before 

and after 

attack 

Ictal: ± 12 

hours around 

attack 

15' 1.55 Hz 100x6 N1-P1 

No significant 

differences in first block 

or last block amplitudes 

between groups 

Omland et 

al.(625) 

12 MA 

15 MwoA 

34 HC 

28±8 

31±10 

± 48 hours 

before and 

after attack 

8' 

65' 
1.5 Hz 100x6 

N70, P1, 

N145 

N70-P1 

P1-N145 

No significant 

differences in latencies 

or amplitudes between 

groups 

Di Lorenzo 

et al.(852) 

14 MwoA 

4 MA 

18 HC 

39 

(19-54) 

39 

± 3 days 

before and 

after attack 

15' 1.55 Hz 100x6 

N1, P1, 

N2 

N1-P1 

P1-N2 

No significant 

differences in latencies 

or amplitudes between 

groups 

Vigano et 

al.(853) 

13 MwoA 

11 HC 

29±5 

26±6 

± 72 hours 

before and 

after attack 

15 mm 

side 
3.1 Hz 100x6 

N1-P1 

P1-N2 

No significant 

differences in first block 

amplitudes between 

groups 

Lisicki et 

al.(854) 

30 M 

30 HC (15 

with a 

first-

27±7 

28±9 

25±3 

± 72 hours 

before and 

after attack 

14' 3.1 Hz 100x6 N1-P1 

Reduced first block 

amplitudes in M and 

HC with first-degree 

relatives with migraine, 
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degree 

relative 

with M, 

and 15 

without) 

negative correlation 

with habituation slope 

Omland et 

al.(855) 

25 Mint 

(14 

MwoA 

11MA) 

7 Mpreict 

(3 MwoA, 

4 MA) 

32 HC 

27±8 

27±9 

30±10 

Pre-ictal: < 

48h before 

attack 

Interictal:  ±48 

hours before 

and after 

attack 

8' 

65' 
1.5 Hz 100x6 

N70-P1 

P1-N145 

No significant 

differences in amplitudes 

between groups at 

baseline 

Ambrosini 

et al.(856) 

13 MwoA 

15 HC 

33±10 

(18-55) 

30±8 

(21-44) 

± 3 days 

before and 

after attack 

68' 3.1 Hz 100x6 N1-P1 

No significant 

differences in amplitudes 

between groups 

Coppola et 

al.(741) 

27 MA 

20 MA+ 

30 HC 

32±9 

33±10 

33±13 

± 3 days 

before and 

after attack 

15' 1.55 Hz 100x6 

N1, P1, 

N2 

N1-P1 

P1-N2 

Increased last block 

amplitudes in M 

compared to HC 

Rauschel et 

al.(857) 

41 M 

40 HC 

30±10 

28±8 

± 48 hours 

before and 

after attack 

51' 3 Hz 75x6 N75-P1 

No significant 

differences in amplitudes 

between groups 

Omland et 

al.(626) 

24 MwoA 

15 both 

MwoA 

and MA 

2 MA 

30 HC 

39±10 

(19-56) 

38±11 

(21-59) 

± 2 days 

before and 

after attack 

16' 1.50 Hz 100x6 

N70, P1, 

N145 

N70-P1 

P1-N145 

No significant 

differences in latencies 

or first block amplitudes 

between groups 

Verroiopoul

os et 

al.(858) 

15 MA 

23 MwoA 

20 HC 

39±9 

48±12 

47±11 

± 24 hours 

before and 

after attack 

58.8' 1 Hz 200 
P1 

N80-P1 

No significant 

differences in latencies 

or amplitudes between 

groups 

El-Shazly et 

al.(591) 

60 MA 

30 HC 

31±3 

31±4 

± 3 days 

before and 

after attack or 

during aura 

60' (48'-

72') 

Small: 

16' 

Large: 

64' 

1 Hz 100x2 
N75, P1 

N75-P1 

P1 latency significantly 

longer and lower P1 

amplitude during aura 

as compared to 

interictal MA and HC 

Kalita et 

al.(600) 

65 M 

30 HC 

34±12 

31±8 

Phase not 

controlled, 

presence of 

headache at 

session noted 

12'x16' 3 Hz 100x5 N75, P1 

No significant 

differences in first block 

amplitudes between 

groups 

Susvirkar et 

al.(595) 

40 M 

40 HC 

21±0.4 

21±0.4 

± 3 days 

before and 

after attack 

NA 1 Hz 300x4  
N75, P1, 

N145 

Slower N75 and N145 

latencies and increased 

P1 amplitudes in M as 

compared to HC 

Coppola et 

al.(859) 

19 MA 

22 MwoA 

14 HC 

30±10 

29±8 

30±6 

± 3 days 

before and 

after attack or 

during attack 

(10 M) 

15' 1 Hz 40x10 
P1 

N75-P1 

No significant 

differences in latencies 

or amplitudes between 

groups at baseline 
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Kalita et 

al.(860) 

91 M 

25 HC 

32±11 

33±11 
NA 12'x16' 3 Hz 100x5 N75, P1 

Significantly increased 

P1 amplitude during 

the first block as 

compared to HC 

Units of measurement: visual angle in minutes of arc ('); cycles per degree (c.p.d.); hertz (Hz). Abbreviations: 

migraine without aura (MwoA), migraine with aura (MA), migraine (M), transient ischemic attack (TIA), 

episodic tension-type headache (ETH), chronic tension-type headache (CTH), total number of patients with 

migraine with aura (MAtot), complex neurological aura (MA+), headache-free control (HC). Bold writing 

represents a significant group effect. 
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10.2 Appendix 2 

 
Supplementary Table 2. A summary list of studies, in patients with migraine, related to habituation and specifically 

event-related potential (ERP) component latencies, amplitudes, and peak-to-peak amplitude differences in response 

to Pattern-Reversal stimulation. 

Ref. 

No of 

subjects 

and 

diagnosis 

Mean 

age±SD 

(range) 

Timing of 

session 

Spatial 

freq. 

Temp. 

freq. 

No of 

trials 
ERPs Principal findings 

Schoenen et 

al.(341) 

27 MwoA 

9 MA 

16 HC 

32 

33 

At least 1 

week after 

attack 

8' 3.1 Hz 50x5 
N1-P1 

P1-N2 

Loss of amplitude 

habituation in M, normal 

habituation in HC 

Potentiation of N1-P1 

and P1-N2 amplitudes in 

M compared to HC 

Afra et al.(616) 

25 MwoA 

15 MA 

25 HC 

36 

30 

At least 5 

days after 

attack 

8' 3.1 Hz 100x15 
N1-P1 

P1-N2 

Loss of amplitude 

habituation and 

potentiation in M, 

normal hab. in HC 

Wang et al.(606) 

22 MwoA 

13 ETH 

20 CTH 

26 HC 

35±10 

27±10 

28±8 

32±12 

At least 1 

week after 

attack 

8' 3 Hz 50x5 
N1-P1 

P1-N2 

Loss of amplitude 

habituation and 

potentiation of N1-P1 

and P1-N2 amplitudes in 

M as compared to ETH, 

CTH, and HC 

Oelkers et 

al.(604) 

13 MwoA 

13 MA 

28 HC 

29±6 

27±4 

± 3 days 

before and 

after attack 

0.5 c.p.d. 

1.0 c.p.d. 

2.0 c.p.d. 

4.0 c.p.d. 

1 Hz 50x5 
N1-P1 

P1-N2 

No significant differences 

in habituation between 

groups (normal 

habituation) 

Sándor et 

al.(861) 

40 MwoA 

(20 

parents 

and their 

children) 

44±8 

17±6 

± 3 days 

before and 

after attack 

8' 3.1 Hz 50x5 N1, P1 

Similar lack of 

habituation patterns in 

related migrainous pairs 

Áfra et al.(608) 
12 MA 

10 HC 

34±16 

28±6 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 N1-P1 

No significant differences 

in habituation between 

groups (normal 

habituation) 

Áfra et al.(607) 

37 MwoA 

22 MA 

23 HC 

36±11 

27±7 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 N1-P1 

Loss of amplitude 

habituation in M as 

compared to HC 

Negative correlation 

between 1st block 

amplitude and 

habituation 

Judit et al.(617) 

69 MwoA 

4 MA 

4MwoA+

MA 

34 

35 

± 3 days 

before and 

after attack 

(37 MwoA) 

1 day before 

(8 M) 

during (15 

M) 1-2 days 

after attack 

(32 M) 

68' 3.1 Hz 50x5 N1-P1 

Loss of amplitude 

habituation in M 

interictally, 

normalization just before 

and during the attack 
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Sand & Vingen 

(609) 

6 MA 

15 MwoA 

22 HC 

39±9 

40±9 

Preattack 

group: 

headache 24 

hours after 

session (8 

M) 

Interictal: no 

headache 

after (13 M) 

8' 

33' 
2 Hz 100x2 

N70-P1 

P1-N145 

No significant differences 

in habituation between M 

and HC to either 8' or 33' 

checks 

Neither HC nor M 

habituate to 33' checks 

Bohotin et 

al.(586) 

20 MwoA 

10 MA 

24 HC 

34±10 

24±3 

± 3 days 

before and 

after attack 

8' 3.1 Hz 100x6 
N1-P1 

P1-N2 

Loss of amplitude 

habituation, potentiation 

in M as compared to HC 

before rTMS 

Ozkul & Bozlar 

(619) 

44 MwoA 

35 MA 

40 HC 

36±10 

34±9 

33±8 

± 3 days 

before and 

after attack 

68' 3.1 Hz 50x5 N1-P1 

Loss of amplitude 

habituation in M as 

compared to HC 

Habituation negatively 

correlated with first 

block amplitude in HC 

and MwoA 

Di Clemente et 

al.(620) 

15 MwoA 

15 HC 

28±11 

24±3 

± 2 days 

before and 

after attack 

68' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation in M as 

compared to HC 

Coppola et al. 
(844) 

15 MwoA 

15 MA 

15 HC 

31±10 

30±10 

28±8 

± 3 days 

before and 

after attack 

15' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation in M as 

compared to HC 

Fumal et 

al.(621) 

6 MwoA 

2 MA 

8 HC 

23±1 

23±2 

± 3 days 

before and 

after attack 

8' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation at baseline 

in M compared to HC 

Magis et 

al.(781) 

24 MwoA 

28 MA 
32±14 

72 hours 

before and 

after attack) 

51' 33'' 3.1 Hz 100x6 N1-P1 

Habituation deficit in M 

is more marked in 

patients with no mutation 

of the MTHFR C677T 

polymorphism as 

compared to those that 

are homozygous 

Lower first block 

amplitude correlated to 

greater habituation 

deficit 

Sand et al.(623) 

33 MwoA 

8 MA 

31 HC 

37±13 

37±16 

40±11 

Preattack 

(13 M) 

Attack (13 

M) 

Postattack 

(10 M) 

Interictal 

(± 72 

hours 

before and 

after 

attack; all 

M) 

31' 

62' 
0.95 Hz 50x4 

N1-P1 

P1-N2 

No significant differences 

in habituation between M 

and HC to large check 

sizes 
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Sand et al.(624) 

33 MwoA 

8 MA 

31 HC 

37±13 

37±16 

40±11 

Preattack 

(13 M) 

Interictal 

(±72 hours 

before and 

after attack) 

31' 

62' 
0.95 Hz 50x4 

N1-P1 

P1-N2 

No differences in 

habituation between 

groups for large checks (no 

habituation in both M and 

HC) 

Coppola et 

al.(862) 

18 MwoA 

18 HC 

31 

27 

± 3 days 

before and 

after attack 

15' 3.1 Hz 100x6 
N1-P1 

P1-N2 

Loss of amplitude 

habituation and 

potentiation in MwoA as 

compared to HC at 

baseline 

Coppola et 

al.(863) 

12 MwoA 

19 HC 

28±6 

26±4 

± 3 days 

before and 

after attack 

15' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation in MwoA as 

compared to HC at 

baseline 

Coppola et 

al.(864) 

17 MwoA 

17 HC 

29±12 

29±11 

± 3 days 

before and 

after attack 

15' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation in MwoA as 

compared to HC at 

baseline 

Hansen et 

al.(865) 

9 FHM 

7 HC 

38 

(20-63) 

29 

(28-31) 

Headache-

free at 

recording 

68' 3.1 Hz 100x6 N1-P1 

FHM habituated more 

than HC (who did not 

significantly habituate) 

Shibata et 

al.(780) 

12 MwoA 

12 MA 

12 HC 

41 

(20-59) 

43 

(20-60) 

42 

(20-60) 

± 72 hours 

before and 

after attack 

0.5 c.p.d. 

1.0 c.p.d. 

2.0 c.p.d. 

4.0 c.p.d. 

7.5 Hz 20x4 

Steady-

state 

VEPs 

No habituation in HC or 

lack of habituation in M 

Coppola et 

al.(347) 

21 MwoA 

22 MA 

22 Mict 

21 HC 

27±7 

31±10 

34±12 

28±8 

Interictal: ± 

3 days 

before and 

after attack 15' 1.55 Hz 100x6 N1-P1 

Loss of amplitude 

habituation in MwoA 

and MA interictally but 

normal habituation in 

HC and Mict 
Ictal: ± 12 

hours before 

or after  

Omland et 

al(625) 

15 MwoA 

12 MA 

34 HC 

27±8 

31±10 

± 48 hours 

before and 

after attack 

8' 

65' 
1.5 Hz 100x6 

N1-P1 

P1-N2 

No significant differences 

in habituation measures 

between HC and M 

(normal habituation) 

Vigano et 

al.(853) 

13 MwoA 

11 HC 

29±5 

26±6 

± 72 hours 

before and 

after attack 

15 mm 

side 
3.1 Hz 100x6 

N1-P1 

P1-N2 

No difference in 

habituation of N1-P1 

between MwoA and HC 

Loss of amplitude 

habituation of P1-N2 in 

MwoA but not HC 

Bednar et 

al.(866) 

39 M 

36 HC 

41±11 

(18-62) 

37±12 

(18-62) 

Interictal:  

± 72 hours 

before and 

after attack 

(19 M) 

Ictal (10 M) 

13' 2 Hz 60x5 
N75-P1 

P1-N145 

Loss of amplitude 

habituation in M both 

interictally, ictally, and 

during treatment as 

compared to HC; 

particularly to high 

contrast 
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Omland et 

al.(855) 

25 Mint 

(14 

MwoA, 

11MA) 

7 Mpreict 

(3 MwoA, 

4 MA) 

32 HC 

27±8 

27±9 

30±10 

Pre-ictal: < 

48h before 

attack 

Interictal:  

±48 hours 

before and 

after attack 

8' 

65' 
1.5 Hz 100x6 

N70-P1 

P1-N145 

No difference in 

habituation between Mint 

and HC at baseline 

Ambrosini et 

al.(856) 

13 MwoA 

15 HC 

33±10 

(18-55) 

30±8 

(21-44) 

± 3 days 

before and 

after attack 

68' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation and 

potentiation at baseline 

in MwoA compared to 

HC 

Coppola et 

al.(741) 

27 MA 

20 MA+ 

30 HC 

32±9 

33±10 

33±13 

± 3 days 

before and 

after attack 

15' 1.55 Hz 100x6 
N1-P1 

P1-N2 

Loss of N1-P1 amplitude 

habituation in M as 

compared to HC 

Rauschel et 

al.(857) 

41 M 

40 HC 

30±10 

28±8 

± 48 hours 

before and 

after attack 

51' 3 Hz 75x6 N75-P1 

Loss of amplitude 

habituation and 

potentiation at baseline 

in M compared to HC 

Ambrosini et 

al.(867) 

624 EM 

439 

MwoA 

185 MA 

360 HC 

(25-37) 

± 3 days 

before and 

after attack 

68' 

15' 
3.1 Hz 

50x5 

100x6 
N1-P1 

Loss of amplitude 

habituation in M 

interictally compared to 

HC 

Omland et 

al.(626) 

24 MwoA 

15 both 

MwoA 

and MA 

2 MA 

30 HC 

39±10 

(19-56) 

38±11 

(21-59) 

± 2 days 

before and 

after attack 

16' 1.50 Hz 100x6 
N70-P1 

P1-N145 

No significant differences 

in habituation measures 

between HC and M 

(normal habituation) 

Verroiopoulos et 

al.(858) 

15 MA 

23 MwoA 

20 HC 

39±8 

48±12 

47±11 

± 24 hours 

before and 

after attack 

58.8' 1 Hz 200 N80-P1 

No significant differences 

in habituation measures 

between HC and M 

(normal habituation) 

Di Lorenzo et 

al.(852) 

14 MwoA 

4 MA 

18 HC 

39 

(19-54) 

39 

± 3 days 

before and 

after attack 

15' 1.55 Hz 100x6 
N1-P1 

P1-N2 

Loss of amplitude 

habituation at baseline in 

M compared to HC 

Lisicki et 

al.(854) 

30 M 

30 HC 

(15 with a 

first-

degree 

relative 

with M, 

and 15 

without) 

27±7 

28±9 

25±3 

± 72 hours 

before and 

after attack 

14' 3.1 Hz 100x6 N1-P1 

Loss of amplitude 

habituation in M and HC 

with relative with 

migraine compared to 

HC without first-degree 

relatives with migraine 

Ince et al.(868) 
52 M 

35 HC 

36±9 

34±10 

± 3 days 

before and 

after attack 

NA 3.1 Hz 100x10 
N1-P1 

P1-N2 

Loss of amplitude 

habituation at baseline in 

M compared to HC 

Kalita et 

al.(600) 

65 M 

30 HC 

34±12 

30.7±8 

Phase not 

controlled, 

presence of 

headache 

noted 

12x16' 3 Hz 100x5 N75, P1 

Impaired habituation of 

N75 in M compared to 

HC at baseline 
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Lisicki et 

al.(869) 
25 MwoA 26±6 

± 72 hours 

before and 

after attack 

14' 3.1 Hz 100x6 N1-P1 

Preserved habituation in 

patients that do not 

perceive stress as a 

trigger, loss of amplitude 

habituation in rest 

Susvirkar et 

al.(595) 

40 M 

40 HC 

21±0.4 

21±0.4 

± 3 days 

before and 

after attack 

NA 1 Hz 300x4 P1 

Loss of amplitude 

habituation and 

potentiation in M 

compared to HC 

Kalita et 

al.(860) 

91 M 

25 HC 

32±11 

33±11 
NA 12'x16' 3 Hz 100x5 N75, P1 

Loss of amplitude 

habituation and 

potentiation in M 

compared to HC 

Units of measurement: visual angle in minutes of arc ('); angle in seconds of arc (''), cycles per degree (c.p.d.); 

hertz (Hz). Abbreviations: migraine without aura (MwoA), migraine with aura (MA), migraine (M), episodic 

migraine (EM), episodic migraine interictally (EMint), episodic migraine ictally (EMict), migraine during the 

ictal phase (Mict), migraine in the pre-ictal phase (Mpreict), chronic migraine (CM), episodic tension-type 

headache (ETH), chronic tension-type headache (CTH), total number of patients with migraine with aura 

(MAtot), complex neurological aura (MA+), headache-free control (HC). Bold writing represents a significant 

group effect. 
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Abstract
Neural entrainment, or the synchronization of endogenous oscillations to exog-
enous rhythmic events, has been postulated as a powerful mechanism underly-
ing stimulus prediction. Nevertheless, studies that have explored the benefits of 
neural entrainment on attention, perception, and other cognitive functions have 
received criticism, which could compromise their theoretical and clinical value. 
Therefore, the aim of the present study was [1] to confirm the presence of en-
trainment using a set of pre- established criteria and [2] to establish whether the 
reported behavioral benefits of entrainment remain when temporal predictability 
related to target appearance is reduced. To address these points, we adapted a 
previous neural entrainment paradigm to include: a variable entrainer length and 
increased target- absent trials, and instructing participants to respond only if they 
had detected a target, to avoid guessing. Thirty- six right- handed women took part 
in this study. Our results indicated a significant alignment of neural activity to 
the external periodicity as well as a persistence of phase alignment beyond the 
offset of the driving signal. This would appear to indicate that neural entrainment 
triggers preexisting endogenous oscillations, which cannot simply be explained 
as a succession of event- related potentials associated with the stimuli, expecta-
tion and/or motor response. However, we found no behavioral benefit for targets 
in- phase with entrainers, which would suggest that the effect of neural entrain-
ment on overt behavior may be more limited than expected. These results help 
to clarify the mechanistic processes underlying neural entrainment and provide 
new insights on its applications.

K E Y W O R D S

alpha rhythm, EEG, entrainment, endogenous oscillations, phase synchronization, temporal 
unpredictability
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1  |  INTRODUCTION

The synchronization of internal oscillations to rhythmic 
external events, known as neural entrainment, is thought 
to help organisms anticipate the environment's temporal 
structure (Obleser & Kayser, 2019; Thut et al., 2011; Zoefel 
et al., 2018). In particular, the alignment of the high excit-
ability phase of the neural oscillation with the onset of the 
periodic, sensory input, may explain this predictive bene-
fit by amplifying the relevant information for preferential 
processing and suppressing the random, less meaningful 
inputs (Large & Jones, 1999; Schroeder & Lakatos, 2009; 
Haegens & Zion Golumbic,  2018; Zoefel et al.,  2018; 
Lakatos et al., 2019, for review). Recently, neural entrain-
ment has been postulated as a useful tool for diagnostic 
and therapeutic procedures (Guo et al.,  2020; Lakatos 
et al., 2013, 2019; Thaut et al., 2015).

Notwithstanding, some criticisms to the proposal that 
neural entrainment constitutes an anticipatory mecha-
nism could compromise its theoretical importance and 
clinical value. One criticism is that many experiments 
have not managed to successfully provide evidence that 
entrainment is produced by the synchronization of al-
ready existing endogenous oscillations to rhythmic exter-
nal stimuli, rather than being the result of a succession 
of event- related potentials (ERPs) (Capilla et al.,  2011; 
Keitel et al.,  2014; for review Zoefel et al.,  2018). A sec-
ond, important criticism is that, in past experiments, the 
temporal structure of the entrainer events as well as the 
underlying structure of the task did not change across 
trials, and therefore target onsets were highly predictable 
not only based on the entrainer periodicity, but also due 
to the time of target appearance. Under these conditions, 
behavioral benefits would most likely be a consequence 
of expectative mechanisms or high- level attention orient-
ing strategies, rather than neural entrainment (for review 
see Helfrich et al.,  2019; Obleser & Kayser,  2019; Zoefel 
et al.,  2018). Finally, it is crucial to note the proper use 
of terminology. Recently, several authors have stressed 
the importance of using the term neural entrainment only 
when certain predetermined criteria are met (Haegens 
& Zion Golumbic, 2018; Helfrich et al., 2019; Obleser & 
Kayser, 2019), and using a different term such as “entrain-
ment in the broad sense”, “neural tracking”, or “rhythmic 
tracking” otherwise. This subtle but important distinc-
tion allows one to differentiate synchronization of an 
independent internal and external rhythm, from a more 
general rhythmic response that could be explained by a 
different mechanistic process, such as resonance (Helfrich 
et al.,  2019). To counteract the criticisms and character-
ize the observed phenomena, the following requirements 
have been proposed to delineate neural entrainment in 
the narrow sense: [1] The endogenous neural oscillations, 

also known as eigenfrequencies, should occur sponta-
neously, without a driving, exogenous rhythm and syn-
chronize to the external rhythm when the entrainer is 
present (Obleser & Kayser,  2019; Thut et al.,  2011). [2] 
The neural oscillator should be resilient to perturbation, 
adapting its frequency within certain bounds (Obleser & 
Kayser,  2019). [3] Neural oscillators should not recover 
their eigenfrequency right away, rather they should re-
main at the entrained rhythm for a number of cycles, post- 
entrainer offset (Obleser & Kayser, 2019; Thut et al., 2011).

Recent studies investigating neural entrainment- 
related behavioral benefits have yet to resolve the crit-
icisms highlighted above (Kösem et al.,  2018; ten Oever 
et al., 2014; Wiesman & Wilson, 2019). A study by Kizuk 
and Mathewson (2017) explored the impact of neural en-
trainment on visual attention while addressing the first 
criticism. In their EEG study, participants discriminated 
the location of lateralized targets following a spatially 
informative cue and a stream of rhythmic, bilateral en-
trainers. Kizuk and Mathewson (2017) found the expected 
spatial attention advantage, and a rhythmicity effect so 
that targets presented in- phase (in- time) in contrast to 
the ones presented anti- phase (out- of- time), with the en-
trainers were better detected, especially at unattended 
locations. Importantly, they observed that neural entrain-
ment persisted for two cycles post- entrainer offset even on 
target- absent trials. These findings support the presence 
of neural entrainment. However, activity during target- 
absent trials could still be contaminated, for instance by 
motor responses, given that participants were instructed 
to always guess a response. Furthermore, potential antici-
patory confounds could be more exacerbated because the 
fixed length of the entrainer stream made target appear-
ance highly predictable. Thus, despite using in- phase and 
anti- phase, the task did not completely address the sec-
ond criticism about the potentially confounding effect of 
anticipation.

The aim of the present study was to examine whether 
endogenous oscillations synchronize to an external 
rhythm and meet the necessary requirements for neural 
entrainment, and whether the characteristic effects of this 
endogenous alignment continue to be observed when tem-
poral predictability is strongly reduced. We reproduced 
the conditions in Kizuk and Mathewson (2017), but with 
a variable number of entrainers, increased target- absent 
trials, and instructions for participants to avoid guessing 
and respond only if they detected a target. These changes 
increase temporal unpredictability, avoiding the contam-
ination of target- absent trials from motor response. The 
primary hypotheses of the present study were that, if the 
conditions for neural entrainment are met, then entrained, 
endogenous oscillations should persist and their effects 
on behavior, despite reducing temporal predictability. To 
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test this, three hypothesis- driven predictions were evalu-
ated: (i) significant cross- coherence between the external 
rhythm and the neural oscillatory activity, (ii) persistence 
of phase alignment after entrainer offset for at least two 
cycles, and (iii) behavioral benefits of entrainment as 
seen by higher hit rates and faster reaction- times to tar-
gets in- phase with the previous entrainers, as compared 
to anti- phase.

2  |  METHOD

2.1 | Participants

Thirty- six right- handed women (21.69 ± 2.06 years, range: 
18– 28 years) with normal or corrected- to- normal vision 
and hearing, and no previously diagnosed physical, neuro-
logical, or mental health conditions were initially selected 
to take part in this research study. The use of pharmaceu-
tical or non- pharmaceutical drugs was also considered as 
a criterion for exclusion. The present data were collected 
from the control group of a prospective, case– control study 
on migraine (manuscript in preparation). For this reason, 
after providing their informed consent and before the 
EEG recording, participants filled out the Adult ADHD 
Self- Report Scale (ASRS) (Kessler et al.,  2005) and the 
Beck Depression Inventory- II (BDI- II) (Beck et al., 1996). 
The entire session lasted approximately 3 h. At the end 
of the session, participants provided their payment details 
and were debriefed.

Six participants were discarded for the following rea-
sons: mean false alarm rate > chance level 30% (N  =  1), 
mean hit rate >90% on invalidly cued trials (N  =  2; see 
Individual Detection Threshold section), technical prob-
lems (N = 2), and less than 50 trials per condition (see EEG 
analysis section) post- EEG artifact rejection (N = 1). The 
final sample consisted of 30 individuals (21.70 ± 2.18 years, 
range: 18– 28 years). Scores on the psychological measures 
related to attention deficit disorder (ASRS 1.73 ± 1.62) and 
depression (BDI- II 4.83 ± 4.57) remained within the nor-
mal range. All participants gave their informed consent 
prior to participation and were compensated with 25€. 
This research was approved by the research Ethics Board 
at the Vall d'Hebron Hospital (PR [AG] 376/2017).

2.2 | Procedure

The experimental sessions were performed in a cham-
ber with acoustic and electromagnetic attenuation. The 
lights were dimmed, and participants sat at a distance of 
approximately 0.75 m from the screen throughout the en-
tire procedure. A cued, visual detection paradigm, with 

bilateral entrainment (see Figure  1a), based on Kizuk 
and Mathewson  (2017), was used to assess attention on 
target- present and target- absent trials. Stimuli were pro-
grammed and presented, using custom- made scripts, with 
MATLAB R2015a and Psychophysics Toolbox Version 
3.0.13 (Brainard,  1997; Kleiner et al.,  2007), running 
on Windows XP. All stimuli were presented on a Sony 
Multiscan G520 Trinitron Color Monitor (CRT screen, 
resolution: 1024 × 768, 120 Hz refresh rate, background 
luminance: 21 cd/m2).

A black, fixation cross (height, width: 0.5°) was pres-
ent throughout the entire duration of the experiment. 
Participants were asked to fixate on the cross throughout 
the entire duration of the trial, hence orienting their atten-
tion covertly. Each trial started with a black, directional 
arrow cue (isosceles triangle, height: 1°, width: 0.5°), 
which appeared 5.26° above the fixation cross for a du-
ration of 200 ms, followed by a fixation period of 675 ms. 
After the fixation period, a stream of entrainers, of vari-
able length (8– 12; balanced across conditions, equiproba-
ble within each block) was presented bilaterally at a rate 
of 12 Hz. The entrainers consisted of annuli (luminance: 
7.3  cd/m2, 30.47% gray, external annulus diameter of 
2.25°, internal annulus diameter of 1.25°, presented 1.13° 
above, and 4.1° to the left or right of the fixation cross), 
which were flashed on the screen for 8.33 ms and inter-
leaved by blank intervals of 75 ms (hence, 83.33 periods 
for a 12 Hz rhythm). Entrainers were synchronous and of 
equal duration on both sides of the display. We varied the 
number of entrainers in each stream between 8 and 12, on 
a trial- by- trial basis, to reduce inherent task predictability.

After the last entrainer, a target was presented on 70% 
of trials, which consisted of two bilateral annuli (equal to 
the entrainers), but with a Gabor patch (spatial frequency: 
1.68 cycles/pixel, orientation 90°; sigma 2.98 pixels; phase 
0 cycles) on one side (for each block: 28 per cued side and 
14 per SOA), whose contrast was set individually accord-
ing to a detection threshold (see below). On the remaining 
30% of trials, the target was absent and neither the annuli 
nor the resulting Gabor patch were presented (for each 
block: 12 per cued side and 6 per SOA). Participants were 
asked to respond to the target location on target- present 
trials (left/right side, pressing the z and m keys with their 
left and right index finger, respectively), and withhold 
their response if they did not see a target (such as would 
be the case on target- absent trials). Participants had a re-
sponse deadline of 800 ms and were told to be conserva-
tive (refrain from guessing) if unsure, to prevent a high 
false alarm rate. The inter- trial interval (ITI) was chosen 
randomly between 500 ms and 700 ms.

On target- present trials, the target could appear at the lo-
cation indicated by the spatial cue (valid trials, ~71%) or at 
the opposite location (invalid trials, ~29%). In addition, the 
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F I G U R E  1  (a) Schematic illustration of a single trial of the cued, visual detection paradigm with bilateral entrainment. Participants 
were instructed to fixate on a central cross at all times. Each trial began with the appearance of a directional cue arrow pointing either to 
the right or to the left. After a fixed delay, a flashing sequence of synchronous bilateral annuli (entrainers) of variable length (8 to 12), with 
fixed inter- stimulus intervals, was presented around the target location. The inter- stimulus interval between the last entrainer and the target 
consisted of one of four possible options, with two target onsets occurring in- phase and two anti- phase with the rhythmic entrainers. On 
70% of trials, otherwise referred to as target- present trials, a target could be presented at the spatially valid location (gray) or the spatially 
invalid one (black) and consisted of the same bilateral annuli but with one of the annuli containing a Gabor patch. Gabor patch contrast 
was set to a 60% detection threshold using a single- interval adjustment matrix prior to beginning the detection task. On the remaining 30% 
of trials, referred to as absent- target trials, the target was absent, and no annuli or Gabor patch were presented. Finally, participants were 
asked to indicate using the appropriate response keys the side on which the target had appeared, or to withhold their response if they did not 
see a target. The next trial began after a variable inter- trial interval. (b) Schematic illustration of the time windows used for each one of the 
analyses. For illustration purposes, entrainer stream length was fixed at 12 entrainers and target- locked analyses were fixed to the first anti- 
phase target onset. The first set of analyses were carried out using cue- locked data and were comprised of the following and their respective 
time windows. [1] ERP/SSVEP analyses, time window: 200 ms to 1542 ms (baseline: −200 ms to 0 ms). [2] ITC analysis, same analysis as 
[1] but without a baseline. The time window of interest to assess that data were significantly concentrated throughout the entire entrainer 
stream was from 875 ms to 1458 ms (from the 1st to the 8th entrainer). [3] Power analyses to explore IAF and lateralized alpha activity, time 
window: 0 ms to 1542 ms, once again no baseline was employed. The spectral power for the IAF and time- frequency for the lateralization 
index analysis were obtained from 375 ms to 875 ms. Additionally, [4] for the spectral cross coherence analysis, we selected from the onset 
of the first entrainer to the offset of the last entrainer plus one half- cycle (+42 ms), which corresponds to the first anti- phase target onset. 
The time window varied depending on the last entrainer (from 8 to 12). The next analysis was carried out using entrainer- locked data and 
is presented with its respective time window. Please note, that due to the variable length of the entrainer stream, the last entrainer could 
correspond to either one of the ordinal values between 8 and 12. [5] ITC analysis, time window: −600 ms to 600 ms, no baseline. The final set 
of analyses were carried out on target- locked (target- present/target- absent) data, along with their respective time windows. [6] ERP analyses, 
as a function of relative phase (anti- phase/in- phase) on target- present and target- absent trials, time window: −200 ms to 250 ms (baseline: 
−200 ms to 90 ms). [7] 12 Hz phase at target onset analysis. Here data were separately time- locked to target onset times (target- present trials) 
or to the moments in- time where targets were expected to occur (target- absent trials) and divided as a function of relative phase (anti- phase/
in- phase). Finally, [8] to examine whether the phase continued aligned after the disappearance of the external rhythm, we restricted the 
analysis to target- absent correct trials. The time window was selected to contain 3 cycles of possible target onset times, where 1 cycle was 
equivalent to one anti- phase and consecutive in- phase presentation. The specific time window was 41.5 ms to 250 ms with respect to the 
last entrainer. (c) Schematic illustration of the time windows used for the control analyses which were performed using STFT instead of 
complex Morlet wavelets. For illustrative purposes, entrainer stream length was fixed at 12 entrainers and only one of the multiple contrasts 
was shown for each analysis. Please, note than the time- window and conditions employed for entrained- locked ITC [1] and for the [2] 
phase analyses at target- present/target- absent trials were the same as described above. [3] Circular correlations between the phase obtained 
at the offset of the last entrainer (10 ms post- onset) and the four target onsets (anti- phase 1, in- phase 1, anti- phase 2, and in- phase 2), on 
target- absent trials. [4] Circular correlation between the 12 Hz phase 166 ms pre- target onset and the reaction- times for target- present trials, 
separated as a function of the four possible target onset times (anti- phase 1, in- phase 1, anti- phase 2, and in- phase 2). [5] Phase (166 ms pre- 
target) opposition analysis between correct and incorrect trials. The four possible target onset times were collapsed into two groups (anti- 
phase and in- phase) to ensure we had a sufficient number of trials
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rhythmic alignment of the targets was manipulated. The 
target could appear at four possible SOAs, two in anti- phase 
with the rhythmic entrainers (41.66 ms and 125.00 ms) and 
two in phase with the entrainers (83.33 ms and 166.66 ms). 
This resulted in four main conditions: spatially valid anti- 
phase, spatially valid in- phase, spatially invalid anti- phase, 
and spatially invalid in- phase. At the beginning of the ex-
periment, participants received extensive instructions to 
respond as quickly as possible while maintaining accuracy.

The experimental session consisted of nine blocks of 80 
trials and lasted approximately 40 minutes. Prior to the en-
trainment task, participants practiced using a training task 
with easily detectable targets, comprising 12 trials with the 
same trial structure as the main task (three trials of each main 
condition, random order). During training their performance 
was monitored and feedback provided. The individual detec-
tion threshold was calculated upon successful completion.

2.3 | Individual detection threshold

Stimulus contrast was adjusted to 60% of each participant's 
detection threshold using a single- interval adjustment ma-
trix (SIAM) (Kaernbach, 1990). To calculate this threshold, 
a modified version of the entrainment task was used where 
the number of entrainers was fixed to 10 and only spatially 
valid, in- phase targets were presented. Participants were 
asked to indicate the side of target appearance as detailed 
above or withhold response in the perceived absence of a 
target. If the participant responded correctly (hit) the con-
trast was reduced according to the step size on the next 
trial. If they responded incorrectly (miss or false alarm) the 
contrast was increased by the step size on the next trial. 
An adjustment matrix was used to determine the step size 
of the resulting increment/decrement as a function of the 
number of reversals. Step size was set at 0.01 and was mul-
tiplied by four for the first and second reversal (step size: 
0.04), by two for the third (step size: 0.02), and then main-
tained at 0.01 until all the reversals were complete. Once a 
total of 12 reversals were reached, the threshold procedure 
ended. The contrast values obtained during the last four 
reversals were averaged to calculate the final mean thresh-
old. A separate threshold was obtained for both left and 
right sides. Participants with a mean hit rate higher than 
90% were not considered for the study to guarantee that 
the spatial validity effect would be detectable and to avoid 
ceiling effects (Kizuk & Mathewson, 2017).

2.4 | EEG recording

Continuous EEGs (digitized, 500 Hz sampling rate, no 
online filters) were acquired using a BrainAmp Standard 

(001 10/2008) amplifier, connected to an actiCHamp 
Control Box (Brain Products). Data were recorded using 
64 active electrodes (10– 10 system). An online refer-
ence electrode was placed on the tip of the nose whereas 
a ground electrode was positioned at AFz in the cap. 
External electrodes included: left and right mastoids and 
vertical and horizontal electrooculograms. Impedances 
were kept below 10 kΩ.

2.5 | Analyses

This study followed a within- subjects design comprised of 
one session per participant and was not preregistered.

2.5.1 | Hazard rate

In order to obtain an objective index of task predict-
ability and compare this index with that of Kizuk and 
Mathewson  (2017), we decided to calculate the Hazard 
Rate (HR) for each target time of both tasks. We used the 
formula employed by Pasquereau and Turner  (2015) to 
calculate the HR, which consisted of the probability that a 
target will occur at time t divided by the probability that it 
has not yet occurred:

where ƒ(t) referred to the probability distribution of target 
times and F(t) is the cumulative distribution of probabilities. 
It is important to take into account, that our task was com-
prised of entrainer streams of varying lengths (five different 
time windows in total) and four different target appearance 
times post- last entrainer. Therefore, our design consisted of 
12 temporal moments, from 625 ms to 1083 ms, between off-
set of the first entrainer and the appearance of a target.

2.5.2 | Behavioral analyses

We calculated hit rates, and RTs between spatially valid 
and invalid trials at each of the four SOAs (see Figure 2a– 
d). Trials with RTs < 100  ms or three standard devia-
tions above the participant's mean RT on the condition 
(valid/invalid SOA pairings) were removed from further 
analyses (1.17 ± 1.00% of total trials on average, range: 
0– 3.04). The resulting data were analyzed to examine 
the effects of spatial validity and relative phase. The four 
SOAs were collapsed into in- phase and anti- phase con-
ditions for the analysis. For hit rates and RTs, we ran 
two (spatial validity: valid/invalid) × 2 (relative phase: 
anti- phase/in- phase) repeated measures analyses of 

h(t) = f (t)∕[1 − F(t)]
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6 of 21 |   Vilà- Balló et al.

variance (rmANOVAs) where both factors were within- 
subjects. Post hoc t tests were carried out as needed. To 
correct potential violations of sphericity and estimate 
epsilon accordingly (Jennings & Wood, 1976), we used 
the Greenhouse– Geisser epsilon correction and the re-
sulting, adjusted p values were reported. Cohen's d and 
f statistics were also calculated as measures of effect size 
for t tests and rmANOVAs, respectively (Cohen, 1992). 
We reported Bayes factors (BF10) for the rmANOVAs, 
which indicate whether the data provide evidence for 
the alternative model (H1) as compared to the null 
model (H0) (i.e., probability of the data given H1 relative 
to H0). This analysis was performed with JASP software, 
using the null model (Morey et al., 2017; Wagenmakers, 
Love, et al., 2018; Wagenmakers, Marsman, et al., 2018). 
For the model, we included spatial validity and relative 
phase as factors as well as their interaction.

We also added a metric to assess whether or not the 
participants in our study held a response bias, in either 
direction (more to less conservative). This measure is the 
response criterion, sometimes termed decision criterion, 
which is the mean of the z score of the hit rate and the z 
score of the false alarm rate (Azzopardi & Cowey, 1998).

2.5.3 | EEG preprocessing

EEG data analyses were performed using EEGLAB 
13.5.4b (Delorme & Makeig,  2004), ERPLAB 7.0.0 
(Lopez- Calderon & Luck,  2014), and FieldTrip ver-
sion 20,161,103 (Oostenveld et al.,  2011) toolboxes as 
well as MATLAB R2015a custom- made scripts. EEG 
activity was re- referenced offline to the mean activ-
ity of both mastoids. An offline 50 Hz notch filter (type 

F I G U R E  2  (a) Line graph of the mean hit rates and standard errors of the mean, as a function of relative phase (x axis) and spatial 
validity (separate lines). (b) Violin plots of the hit rates, separated as a function of spatial validity, while collapsing the four possible target 
onset times into two relative phases (anti- phase and in- phase). Dots represent individual data, the central squares the median, and vertical 
lines the interquartile range. (c) Line graph of the mean reaction- times and standard errors of the mean, as a function of relative phase (x 
axis) and spatial validity (separate lines). (d) Violin plots of the reaction- times, separated as a function of spatial validity, while collapsing 
the four possible target onset times into two relative phases (anti- phase and in- phase). Dots represent individual data, the central squares 
the median, and vertical lines the interquartile range. Line and bar colors indicate spatial validity (valid: dark gray, invalid: light gray). (e) 
Hazard Rate (HR) at each of the 12 times of our task and for the four times of Kizuk and Mathewson's (2017) task. (f) Violin plot of the IAF 
obtained between 5 and 15 Hz at the selected ROI. An alpha peak was detected in all participants with one exception
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   | 7 of 21Vilà- Balló et al.

Parks- McClellan: padding factor: 2, smoothing factor: 50, 
sliding window length: 4, sliding window step: 1, order: 
180) was applied to each recording. Phase analyses were 
performed without further preprocessing. For ERP anal-
yses only, an offline Hamming windowed sinc finite im-
pulse response (FIR) band- pass filter (zero- phase), from 
0.1 to 40 Hz, was applied (high- pass: Frequency 0.1 Hz, 
order 16501, cutoff −6  dB; low- pass: frequency 40 Hz, 
order 167, cutoff −6 dB). It is important to note that no 
filters were used for inter- trial coherence (ITC), phase, 
and power analyses.

2.5.4 | EEG analyses

Please see Figure 1b for a detailed pipeline of EEG analy-
ses and specific time windows. EEG activity was analyzed 
using five different time windows centered on different 
trial events. (1) Cue- locked analyses (from −200 ms to 
1542 ms, with respect to the cue) included ERPs, power 
spectrum for the individual alpha frequency (IAF), time- 
resolved ITC, and power. (2) Cross- coherence analysis, 
from the onset of the first entrainer to the offset of the 
last entrainer plus one half- cycle (+42 ms). (3) Entrainer- 
locked analyses (from −600 ms to 600 ms, with respect 
to the last entrainer), which focused on ITC alone. (4) 
Target- locked analyses (−200 ms to 250 ms, with respect 
to the target onset), included ERPs and phase alignment at 
the entrainer frequency (12 Hz) at target onset times (for 
target- present) and times where targets should occur (for 
target- absent trials). (5) Phase alignment in the absence 
of external signal, which included three cycles of possible 
target onset times (a time window of interest from 41.5 ms 
to 250 ms, with respect to the last entrainer). These spe-
cific analyses are detailed below. In order to ensure that 
endogenous activity corresponded to trials where partici-
pants were attending to the task, only correct trials (i.e., 
hits and correct rejections) were included in the analyses. 
A minimum of 50 artifact- free trials for each condition was 
required, in order to have a non- biased estimation of the 
ITC (Aydore et al., 2013). For the ITC, phase alignment, 
and power analyses, data were reepoched with 2000 ms 
at both ends of the time window (or point) to avoid edge 
artifacts. Ocular (horizontal eye movements and blinks at 
points of interest) and muscular artifacts were removed 
through a process of visual inspection, using concatenated 
windows, which included cue- locked, entrainer- locked, 
and target- locked data. Once the artifact rejection was 
complete, all of the electrophysiological analyses, with the 
exception of the lateralized alpha activity analysis, were 
first carried out on the Pz electrode, to replicate (Kizuk 
& Mathewson, 2017). Results for the Oz electrode, where 
maximum ITC was observed, are also provided.

2.5.5 | IAF estimation

To estimate the IAF during the task, we selected the cue- 
locked epochs described above. Next, we calculated the 
power spectrum using a Short Time Fourier Transform 
(STFT, Hanning window, 4– 30 Hz in 0.1 Hz steps, zero- 
padded to 10 s, time window: 375– 875 ms post- cue). This 
time window was determined to avoid including ERP ac-
tivity related to the cue and to ensure that we had enough 
cycles to estimate the frequencies of interest. The power 
spectrum was averaged across the electrodes of interest 
(PO3, POz, PO4, PO7, PO8, O1, Oz, and O2), and back-
ground noise was estimated by fitting a 1/fa curve to the 
power spectrum (Haegens et al.,  2014; Torralba Cuello 
et al., 2022). A window between 5-  and 15 Hz was used to 
calculate the individual alpha frequency peak.

2.5.6 | Event- related potentials

We extracted ERPs and Steady- State Visual Evoked 
Potentials (SSVEPs), for cue- locked analyses, from 
−200 ms to 1542 ms (baseline −200 ms to 0 ms), collaps-
ing across target- present/target- absent trials given that 
this time window did not extend into the target period. 
For target- locked analyses, we calculated ERPs as a func-
tion of relative phase (anti- phase/in- phase) on target- 
present and target- absent trials from −200 ms to 250 ms 
(baseline −200 ms to 0 ms).

2.5.7 | Inter- trial coherence

We examined whether the effect of entrainment began 
with the first entrainers, continued throughout the en-
trainer period, and extended beyond the entrainers into 
the target- present/target- absent time windows. We ob-
tained activity, locked to the onset of the cue (cue- locked) 
and to the onset of the last entrainer (entrainer- locked), 
respectively. Single- trial EEG epochs were convoluted via 
frequency- domain multiplication, in which the Fourier- 
derived spectrum was multiplied by the spectrum of a 
complex Morlet wavelet (variable number of cycles, 4– 10 
in logarithmic steps, wavelet time −2 to +2  s), and the 
inverse Fourier transform was taken. A separate time se-
ries of complex wavelet coefficients was obtained for each 
frequency, with a linear increase from 1 to 40 Hz, in 1 Hz 
steps. These complex coefficients, containing both real 
and imaginary components, were used to derive the ITC 
(Cohen, 2015), for each trial, time point, frequency, and 
participant. ITC is an index that measures phase consist-
ency across trials, it can take values ranging from 0 (ran-
domly distributed phases) to 1 (perfectly aligned phases). 
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8 of 21 |   Vilà- Balló et al.

For cue- locked epochs (from −2200 ms to 3542 ms, win-
dow of interest −200 ms to 1542 ms), ITC was calculated 
mixing epochs from both target- present and target- 
absent correct trials. For entrainer- locked epochs (from 
−2600 ms to 2600 ms, window of interest from −600 ms 
to 600 ms), ITC was separately obtained for target- present 
and target- absent correct trials, collapsing anti- phase and 
in- phase trials. No baseline was used.

To statistically assess that data were significantly con-
centrated throughout the entire entrainer stream, we used 
a Montecarlo permutation test (Maris & Oostenveld, 2007) 
on cue- locked data (from the 1st to the 8th entrainer, or 
a time window of interest from 875 ms to 1458 ms). Null 
ITC distributions were calculated for each participant and 
electrode of interest separately. Furthermore, for each 
trial, a phase from a random time inside the window of 
interest was selected. A surrogate ITC was calculated 
for the randomly selected phases (thus maintaining the 
number of trials). This procedure was repeated 10,000 
times for each subject to obtain a distribution of surrogate 
ITCs. The surrogate ITC distributions were then averaged 
across subjects, and a p value (unbiased; Ernst, 2004) was 
obtained by computing the proportion of group- averaged 
surrogate ITCs that exceeded the measured ITC. Lastly, 
we ran a false discovery rate- based multiple comparison 
procedure (FDR) on the time series of p values to correct 
for multiple comparisons (Benjamini et al., 2001). Finally, 
corrected p values were inspected using an alpha of 0.05 as 
the cutoff for significance.

2.5.8 | Spectral cross- coherence

To provide additional evidence for entrainment, we per-
formed a cross- coherence spectral analysis between the 
EEG activity and the entrainers (Keitel et al., 2017). Given 
that cross- coherence is a measure of the alignment be-
tween two signals (EEG activity and entrainers in our 
case), we expected a peak in the cross- coherence at 12 Hz. 
Epochs were classified based on the number of entrainers 
on each trial (8 to 12). For each type, we selected from the 
onset of the first entrainer to the offset of the last entrainer 
plus one half- cycle (+42 ms). Only correct trials were ana-
lyzed. Then, the next steps were separately performed for 
each epoch length: (i) For the purpose of this analysis, an 
artificial 12 Hz spiking signal was created. (ii) The entire 
spectrum was obtained using a STFT (2.048 s padding, 
Hanning window, frequency range 1 Hz to 40 Hz), for the 
empirical and the artificial signals, separately. (iii) Finally, 
the spectral cross- coherence value between the empirical 
and the artificial signal was obtained for each channel, fre-
quency, and participant using the ft_connectivityanalysis 
function in the FieldTrip toolbox for EEG- MEG analysis.

Next, we calculated the weighted arithmetic mean 
of the cross- coherences across the five entrainer lengths 
(weighted by the number of trials per length), which re-
sulted in a cross- coherence value for each frequency and 
participant. To assess the statistical significance of the 
peak at the entraining frequency (12 Hz), we used the pro-
cedure described by Biltoft and Pardyjak (2009). For the 
FFT estimation we employed 1024 samples, and we ob-
tained an average number of trials of 351 ± 83 with a mean 
length of 418 points (335 for eight entrainers to 502 for 
12 entrainers). At 500 Hz sampling rate, this results in de-
grees of freedom equal to 143. The cutoff for significance 
was established as a p value of <0.05, which implied a 
peak height of 0.0416 at 12 Hz.

2.5.9 | 12 Hz phase at target onset on target- 
present and target- absent trials

To assess phase opposition during the target period, EEG 
data from correct trials were time- locked to target onset 
or where target onset should occur, for target- present 
and target- absent trials respectively, as a function of in- 
phase and anti- phase temporal moments. The selection 
of target- absent trials was crucial to examine the effect 
of prior entrainment on the resulting phase without the 
contamination of ERP resulting from the presence of tar-
gets. For this analysis, epochs were selected from −2000 to 
2000 ms, centered at the target onset (target- present trials) 
or where target onset should occur (target- absent trials). 
A minimum of 50 artifact- free trials per condition was re-
quired for each participant. Separately for each condition 
and participant, single- trial phases were obtained at 12 Hz. 
Next, a circular V- test (Durand & Greenwood, 1958), with 
phases pooled over all trials and participants, was per-
formed to test whether there was a 180° separation be-
tween anti- phase and in- phase trials. In a complementary 
analysis used only for descriptive purposes, the mean an-
gular difference between anti- phase versus in- phase trials 
was calculated for each participant, on target- present and 
target- absent trials. Circular statistics performed through-
out the manuscript were obtained using the Circular 
Statistics Toolbox 1.21 (Berens, 2009).

2.5.10 | Phase alignment in the absence of 
external signal

To provide additional evidence for entrainment, we ex-
amined whether the phase alignment of the internal os-
cillators with the external signal was maintained even 
after the disappearance of the external rhythm. To evalu-
ate this, we used a similar procedure to the one used for 
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cue- locked ITC data (see above). Here, we restricted the 
analysis to target- absent, correct trials. The time- window 
of interest was 41.5 ms to 250 ms after the last entrainer, 
which corresponds to three cycles of possible target onset 
times, where one cycle was equivalent to one anti- phase 
and consecutive in- phase presentation. Statistical signifi-
cance was assessed using a Montecarlo procedure equiva-
lent to the one described in the section titled Inter- Trial 
Coherence (ITC).

2.5.11 | Control analyses

To avoid temporal smearing of evoked activity and to 
improve temporal resolution, we performed five control 
analyses, in which we estimated ITC and time- resolved 
phase at 12 Hz with a STFT of 166 ms length (two cycles 
of the frequency of interest), using a Hanning window to 
minimize spectral leakage (see Figure  1 for more detail 
about these analyses). Please, note that phases were free of 
contamination, apart from those at anti- phase 1.

For the first analysis, (i) we obtained ITC locked at the 
last entrainer during target- present and target- absent tri-
als, using the same windows as the ones used with com-
plex Morlet wavelets, which consisted of −2600 ms prior 
and 2600 ms after the first entrainer. We repeated the same 
phase concentration analysis as previously described for 
the complex Morlet wavelets.

Then, we carried out a series of analyses based on 
12 Hz phase. For these analyses, we centered the activity 
at the temporal points mentioned below, and we added 
2000 ms at each side. (ii) Phase opposition analyses be-
tween anti- phase and in- phase trials, at target onset (or 
where target onset should occur), were separately per-
formed on target- present and target- absent conditions. 
Please, note that the statistical analyses were exactly 
the same as the ones performed with complex Morlex 
wavelets.

Next, to give additional support for the presence of 
entrainment, (iii) we carried out circular correlations be-
tween the phase obtained at the offset of the last entrainer 
(10 ms post- onset) and at the four temporal time points 
where targets should occur (anti- phase 1, in- phase 1, anti- 
phase 2, and in- phase 2), on target- absent trials. Data were 
calculated for each trial and participant. We combined the 
resulting p values across participants, using the Fisher 
method (Fisher, 1925), which provided us with a vector of 
p values as a function of time.

To explore the effect of 12 Hz phase on performance, 
we carried out two extra control analyses. In both cases, 
EEG data were time- locked to 166 ms pre- target and was 
divided both as a function of possible target onset time 
(anti- phase 1, in- phase 1, anti- phase 2, in- phase 2) and 

response type (correct, incorrect). 12 Hz phase was calcu-
lated for each target onset, response type, trial, and par-
ticipant. Furthermore, RTs for each trial were obtained. 
(iv) First, a circular correlation between 12 Hz phase and 
the RT was obtained for each participant and target onset 
time. p values were combined across participants, using 
the Fisher method (Fisher, 1925), to obtain a single p value 
for each target onset. (v) Finally, we carried out a phase 
opposition analysis between correct and incorrect trials. 
The four possible target onset times were collapsed into 
two groups (anti- phase and in- phase) to ensure we had a 
sufficient number of trials. For each participant, we com-
puted the difference between the mean angle of correct 
and incorrect trials for each target onset and carried out 
a circular V- test (Durand & Greenwood, 1958) to test for 
180° separation.

2.5.12 | Reality check: Lateralized alpha  
activity

To verify that subjects were indeed orienting attention, 
we analyzed the preparatory lateralization of the oscilla-
tory alpha activity during the cue to target interval. We 
separately obtained epochs for cue- left/cue- right con-
ditions (from −2200  ms to 3542  ms, window of interest 
from 0 ms to 1542 ms post- cue, no baseline was used) for 
valid, correct trials only, to ensure that participants were 
in fact orienting attention. For this analysis, the mean 
spectral power was calculated from the time window 
375 ms to 875 ms after the cue onset, which corresponds 
to the 500 ms before the onset of the first entrainer. A FFT 
(zero padding to 1  s, Hanning window) was used to ex-
tract power in this time window of interest. Power was 
calculated for two ROIs of parieto- occipital electrodes 
(Thut et al.,  2006; Worden et al.,  2000). A left ROI (P3, 
PO3, PO7, P7, P5, P1, PO9, and O1) and a right ROI (P4, 
PO4, PO8, P8, P6, P2, PO10, and O2) were used. The av-
erage alpha power (7– 14 Hz) for the electrodes ipsilateral 
and contralateral to the cue on both left and right cue 
(attended- left/attended- right) trials was computed. Next, 
an index of alpha lateralization was obtained by subtract-
ing the previously obtained attended- left average alpha 
power (ipsi left- contra left) to the attended- right aver-
age alpha power (ipsi right- contra right) and dividing by 
the sum of the two (Thut et al., 2006). Finally, we ran a 
one- sided (right), paired t test against zero, to assess the 
statistical significance of the lateralization index. For il-
lustrative purposes, the whole spectral power analysis 
was repeated (−2200 ms to 3542 ms time window) using 
a complex Morlet wavelet as described above for the ITC. 
The index of alpha lateralization was obtained for the en-
tire window. Please notice that Morlet wavelets were not 
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10 of 21 |   Vilà- Balló et al.

used in the reality check to make sure that the latency of 
interest was not contaminated by post- entrainer activity.

3  |  RESULTS

3.1 | Hazard rate

We obtained the HR to have an objective metric related to 
task predictability (see Figure 2e). We observed a low inter-
cept and noted that the HR was quite similar between the 
first and last conditions. When this metric was calculated 
for the original paradigm (Kizuk & Mathewson, 2017) a 
higher intercept and higher overall values were recorded. 
Furthermore, there was a large difference between the HR 
of the first and later targets, a common bias in temporal 
attention paradigms. In comparison, our task clearly re-
duced this bias and increased unpredictability across tar-
get presentation times.

3.2 | Behavioral analyses

In order to explore spatial and temporal effects on per-
formance, accuracy (hit rates) was separately obtained as 
a function of spatial validity (valid vs. invalid) and rela-
tive phase (anti- phase vs. in- phase) (see Figure 2a,b ). An 
rmANOVA was conducted with spatial validity (valid/in-
valid) and relative phase (anti- phase/in- phase) as within- 
subject factors. Please note that the two anti- phase and 
in- phase SOAs were collapsed into two- levels: anti- phase 
and in- phase. The rmANOVA returned a significant main 
effect of spatial validity, F(1,29) = 22.166, p = −5.7 × 10−5, 
f = .874, BF10 = 2.1 × 1011, with higher hit rates on valid tri-
als (62.0 ± 19.5%) as compared to invalid ones (40.6 ± 26.6%). 
On the other hand, there was no significant main ef-
fect of relative phase, F(1,29) = 1.448, p =  .239, f =  .225, 
BF10 = .261, indicating that there was no difference in hit 
rates between anti- phase (M = 56.5 ± 17.7%) and in- phase 
(M = 55.3 ± .19.8%) conditions. No significant interaction 
was detected between spatial validity and relative phase, 
F(1,29) = .016, p = .901, f = .032, BF10 = .284. Please note 
that Bayes Factors estimates indicated that there was strong 
evidence in favor of H1 for spatial validity and moderate 
evidence in favor of H0 for temporal validity and for the 
interaction between spatial validity and temporal validity.

The RTs on correct trials were analyzed using the same 
model, which included spatial validity (valid/invalid) and 
relative phase (anti- phase/in- phase) (see Figure 2c,d). Two 
of the participants' data were not accounted for in this 
analysis because they did not have any correct responses 
on invalid conditions, hence no RT average could be calcu-
lated (this was not a criterion for exclusion from remaining 

analyses). The rmANOVA indicated a significant main 
effect of spatial validity, F(1,27)  =  43.432, p =  4.5  × 10−7, 
f = 1.269, BF10 = 1.3 × 109, with faster responses to validly- 
cued trials (454.5 ± 14.0  ms) as compared to invalid ones 
(493.1 ± 14.5  ms). Once again, the main effect of relative 
phase remained not significant, F(1,27)  =  .968, p  =  .334, 
f = .190, BF10 = .217, indicating that RTs were not modu-
lated by anticipation based on preceding entrainers given 
that there was no significant difference between anti- phase 
(458.0 ± 14.3 ms) and in- phase (462.7 ± 13.7 ms) trials. The 
interaction between spatial and relative phase was also not 
significant, F(1,27) = .257, p = .616, f = .095, BF10 = 0.287. 
Similarly, to the results obtained for accuracy, for RT data, 
according to the resulting Bayes Factors estimates, there is 
strong evidence in favor of H1 for spatial validity and moder-
ate evidence in favor of H0 for temporal validity and for the 
interaction between spatial validity and temporal validity.

In order to explore whether or not the participants in 
our experiment held a response bias, in either direction, 
the response criterion was calculated. The results indi-
cated a lack of response bias as the response criterion was 
approximately equal to 0 (c = −4.5103 × 10−17).

3.3 | Individual alpha frequency

Next, we examined the IAF using a violin plot and corrob-
orated that a large proportion of the data, as seen by the 
shaded area representing a kernel density estimation and 
the respective median and IQR values (Mdn: 10.80 Hz, 
IQR: 9.25– 12.35 Hz) was concentrated around 11 Hz, very 
close to the entrained 12 Hz frequency (see Figure 2f).

3.4 | Cue- locked EEG data analyses

Given that it was not possible to depict an entire trial in 
one figure due to the variable number of entrainers and 
the four possible target onset times, we presented our data 
locked at different temporal points, throughout the man-
uscript. Here, to visualize the effects of entrainment on 
ERPs and ITC (see Figure 3), we time- locked EEG epochs 
from −200 ms to 1542 ms (baseline −200 ms to 0 ms), at 
Pz and Oz electrodes, during the presentation of the first 
eight entrainers (common to all trials). Valid and invalid 
target- present and target- absent trials were collapsed for 
this analysis. We observed an alignment of visual ERPs 
to entrainer onset times. Furthermore, and continuing 
with the visual inspection, we noticed an increase in ITC 
at the frequency of interest (12 Hz) and the persistence of 
this activity over the entire duration of the entrainer pres-
entation period provided support for the presence of en-
trainment. Although the effect was visible at Pz electrode, 
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   | 11 of 21Vilà- Balló et al.

entrainment appeared to be even stronger, in terms of 
heightened ITC and increased alignment of SSVEPs with 
entrainer onset times, at the Oz electrode. See next para-
graph for the statistical analysis on cue- locked data.

Post visual inspection, a statistical analysis was per-
formed to evaluate the effects of entrainment. For this 
purpose, on cue- locked EEG data, and collapsing for valid 
and invalid, and for target- present and target- absent trials, 
a Montecarlo permutation test was performed to corrobo-
rate that the phase values were concentrated throughout 
the entrainment period (from the 1st to the 8th entrainer, 
or a time window of interest from 875 to 1458 ms). After 
correcting for multiple comparison, p values were statisti-
cally significant, according to the predefined alpha signif-
icance value of p < .05 at all examined time points at both 
Pz and Oz electrodes. The analysis thus provided evidence 
for phase alignment of the internal oscillatory activity 
with the external signal across the entrainment period.

3.5 | Cross- coherence between 
entrainers and EEG response

Continuing the statistical analysis of entrainment dur-
ing entrainer presentation (see Figure  1), we used cross- 
coherence to determine whether the experimental 
paradigm successfully entrained neural oscillations to the 
external frequency. After having extracted the coherence 
for all frequencies and averaging across trials and par-
ticipants, the output was examined for the presence of a 

peak at 12 Hz. This resulted in an average peak height of 
0.24 (Pz) and 0.28 (Oz) at 12 Hz, with a p = 5 × 10−9 and 
p = 10−10, for Pz and Oz electrodes respectively, indicating 
the presence of a peak in coherence between the internal 
and external signal around the expected (12 Hz) frequency.

3.6 | Entrainer- locked analysis

To visualize whether entrainment continued beyond the 
last entrainer and into the target period, we time- locked 
the activity to the onset of the last entrainer (entrainer- 
locked). Then, we estimated the ITC by separating the 
trials as a function of correct target- present/target- absent 
trials, using complex Morlet wavelets (Figure 4). The anal-
ysis of both Pz and Oz electrodes allowed us to confirm 
the effect of the 12 Hz entrainment throughout the en-
tire entrainer period. Furthermore, this activity persisted 
after the entrainers and throughout the potential target 
window, which contained no entrainers, on both target- 
present and, critically, on target- absent trials. Therefore, 
even though no target stimulus appeared, neural activity 
continued to oscillate following the entrainment rhythm.

3.7 | 12 Hz phase at target onset on 
target- present and target- absent trials

To statistically corroborate the 12 Hz phase alignment with 
the expected anti- phase and in- phase onsets, we locked 

F I G U R E  3  (a) Cue- locked grand average ERP with its SEM at Pz electrode. (b) Cue- locked grand average ERP with its SEM at Oz 
electrode. (c) Cue- locked ITC at Pz electrode. (d) Cue- locked ITC at Oz electrode. The time window selected for these graphs was −200 ms to 
1542 ms (baseline from −200 ms to 0 ms). The cue, fixation cross, and first eight entrainers are depicted as vertical lines. Only correct trials 
were included, and epochs were collapsed across relative phase and spatial validity, as well as target- present and target- absent trials. An 
increase of ITC around 12 Hz was clearly observed throughout the entrainer period. A topographical map of the ITC at 10– 14 Hz during the 
time- period comprising the first to the eighth entrainer is depicted

 14698986, 2022, 11, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/psyp.14108 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [24/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



12 of 21 |   Vilà- Balló et al.

the EEG activity to the designated target- present/target- 
absent onset time for both Pz and Oz electrodes. As one of 
the primary objectives of this study was to focus on endog-
enous oscillations, above and beyond the target- related 
ERPs (Samaha et al., 2015; van Diepen et al., 2015), the 
mean phases at in-  and anti- phase onsets were separately 
estimated for target- present and target- absent, correct 
trials, for all participants. Finally, the single- trial phase 
for each time and condition was separately obtained for 
each participant and the angular difference (anti- phase 
minus in- phase) was calculated. If entrainment had an 
effect that lasted beyond the entrainer presentation, then 
a 180° phase separation at 12 Hz was expected between 
moment's anti- phase and in- phase with the preceding 
entrainers. With this in mind, we performed further sta-
tistical analyses first on target- present trials, and next on 
target- absent trials, which allowed us to avoid the effects 
of target- related ERPs. We examined the phase difference 
between anti- phase and in- phase possible target moments 
on both target- present and target- absent trials (Figure 5), 
with the a- priori hypothesis of 180° separation between 

the two. The results of the circular V- test were statistically 
significant for target- present and target- absent conditions, 
on both Pz (target- present: p = 1.12 × 10−5, target- absent: 
p = 3.58 × 10−4) and Oz (target- present: p = 6.26 × 10−6, 
target- absent: p = 5.22 × 10−5) electrodes. This indicated 
that the angular differences between the phases of the 
12 Hz spontaneous oscillation at anti- phase versus in- 
phase moment were not uniformly distributed: what is 
more, the mean angular difference was 180°, as antici-
pated by our hypothesis (see Table 1 for descriptive data).

3.8 | Phase alignment in the absence of 
external signal

A complementary analysis to corroborate that the experi-
mental paradigm resulted in true neural entrainment, 
was to examine whether the endogenous oscillations 
maintained the entrained rhythm after the external stim-
ulation ended and before relaxing back to their original 
eigenfrequency. In order to evaluate phase concentration 

F I G U R E  4  Entrainer- locked ITC graphs at 12 Hz obtained using complex Morlet wavelets. (a) Represents target- present trials at Pz 
electrode. (b) Represents target- absent trials at Pz electrode. (c) Represents target- present trials at Oz electrode. (d) Represents target- absent 
trials at Oz electrode. The time window for these graphs was −600 ms to 675 ms (no baseline). White, solid, vertical lines denote the last eight 
entrainers. Black, solid, vertical lines depict anti- phase and in- phase times (41.5, 83.3, 125, 166.6 ms after the last entrainer), whereas black, 
discontinuous, vertical lines represent one additional cycle of anti- phase and in- phase times (208.25 ms, 250 ms after the last entrainer) 
considered for the phase alignment analysis. Only correct trials were included and epochs were collapsed across relative phase and spatial 
validity. An increase of ITC around 12 Hz was clearly observed throughout the entrainer period and right through the target period. Separate 
topographical maps for target- present (left) and target- absent (right) trials of the ITC at 10– 14 Hz are depicted. The time- period used for 
these maps consists of the time from the onset of the last entrainer to the last possible time point at which the target could appear
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   | 13 of 21Vilà- Balló et al.

at 12 Hz, we performed a Montecarlo procedure equiva-
lent to the one described in the cue- locked analysis, for the 
time- period comprising 41.5 ms to 250 ms after the last en-
trainer. This time window encompassed three anti- phase 
three in- phase moments (the equivalent of two additional 
cycles beyond the first expected target appearance, or 3 
cycles after the last entrainer). After multiple comparison 
correction (FDR), all p values were statistically signifi-
cant, according to the predefined alpha significance value 
of p < 0.05 for all of the examined time points at both Pz 
and Oz electrodes. This result thus provided evidence for 
phase alignment of the internal oscillators with the exter-
nal signal even 3 cycles after the external signal had been 
removed, a result that is consistent with the ITC and 12 Hz 
phase results above.

3.9 | Control analyses

Several control analyses were performed using STFTs 
to replicate previous results but without the tempo-
ral smearing of evoked activity. (i) First, the analysis on 
last- entrainer- locked ITC data corroborated a signifi-
cant phase concentration during the last eight entrainers 
(p < 0.05, FDR- corrected) on both Pz and Oz electrodes. 
(ii) Second, the phase opposition results continued to 
indicate that the phase was not uniformly distributed at 
anti- phase versus in- phase moments and that the sepa-
ration between both phases was the anticipated 180° in 
support of our hypothesis, for both target- present (Pz: 
p = 1.15 × 10−3; Oz: p = 2.99 × 10−4) and target- absent tri-
als (Pz: p = 2.60 × 10−4; Oz: p = 3.65 × 10−5) (see Table 2).

F I G U R E  5  Schematic illustrations of the difference in activity on target- locked trials. Analyses were performed separately, using correct 
trials only, for target- present and target- absent data. Phases were obtained using complex Morlet wavelets. (a) Represents target- present 
trials at Pz electrode. (b) Represents target- absent trials at Pz electrode. (c) Represents target- present trials at Oz electrode. (d) Represents 
target- absent trials at Oz electrode. In each representation, four graphs are depicted. On the top right, the graphs represent the broadband 
ERPs with its SEMs, time- locked to target appearance (target- present trials) or expected target appearance (target- absent trials) (−200 ms 
to 250 ms, baseline: −200 ms to 0 ms). On the left, the circular graphs represent, for each participant (dots), the mean angular difference of 
the phase between in- phase and anti- phase trials. The length of the arrow is representative of the grand average of the mean differences. A 
clear 180° phase difference at 12 Hz between the phase of in- phase (red) and anti- phase (black) trials, with respect to the entrainers can be 
observed. Finally, the bottom rows show circular histograms where the bars represent the proportion of trials (pooled across all participants 
with no phase re- alignment for the 20 possible phase bins) for anti- phase (left) and in- phase (right). Upon closer examination, an opposite 
phase preference for in- phase and anti- phase can be observed on both target- present and target- absent trials
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14 of 21 |   Vilà- Balló et al.

Besides the phase alignment analyses, (iii) we car-
ried out correlations, on target- absent trials, between the 
12 Hz phase just after the offset of the last entrainer (10 ms 
post- onset) and the 12 Hz phase at the four temporal time 
points where targets should occur (anti- phase 1, in- phase 
1, anti- phase 2, in- phase 2). A significant correlation at all 
time points (see Table  3), at both Pz and Oz electrodes, 
was found which, provided additional evidence for the 
presence of entrainment.

To assess the influence of 12 Hz phase on performance, 
(iv) we performed a circular correlation between the re-
sulting phases (166 ms pre- target onset, to avoid contami-
nation from the target presentation) and RTs (for all four 
possible target onset times: anti- phase 1, in- phase 1, anti- 
phase 2, and in- phase 2), and a (v) phase opposition anal-
ysis as a function of response type (correct, incorrect) and 
type of target onset time (grouping the four onset times 
into two: anti- phase, in- phase). Interestingly, a significant 
correlation between 12 Hz phase and RTs was observed at 

in- phase 1, at both Pz and Oz electrodes, but not at the 
other target onsets (see Table 4). Phase opposition anal-
yses, however, were not significant between correct and 
incorrect trials (see Table 5).

3.10 | EEG alpha power lateralization

To ensure that the presence of the cue resulted in the 
expected inter- hemispheric imbalance of alpha power 
typical of spatial attention orienting, we examined the 
lateralization of alpha oscillatory activity on correct tri-
als (7– 14 Hz) following the cue. For this analysis, power 
was obtained from cue- locked data (0 ms to 1542 ms). The 
index of alpha power lateralization was assessed using the 
previously established time window (375 ms to 875 ms) 
and left ROI (P3, PO3, PO7, P7, P5, P1, PO9, and O1). A 
statistical analysis was performed comparing the inter- 
subject average lateralization index (ipsi– contra), using 

Electrode Condition
Circular 
degrees (°)

Separation (in- phase 
–  anti- phase)

Pz Target- present anti- phase 4.69°
158.41°

Target- present in- phase 163.1°

Target- absent anti- phase 26.5°
147.8°

Target- absent in- phase 174.3°

Oz Target- present anti- phase 18.52°
151.28°

Target- present in- phase 169.80°

Target- absent anti- phase 17.27°
162.13°

Target- absent in- phase 179.40°

T A B L E  1  Analysis of the circular 
separation (in- phase –  anti- phase) for 
target- present and target- absent trials 
extracted with complex Morlet wavelets

Electrode Condition
Circular 
degrees (°)

Separation (in- phase 
–  anti- phase)

Pz Target- present anti- phase 18.34°
171.60°

Target- present in- phase 160.00°

Target- absent anti- phase 21.91°
163.93°

Target- absent in- phase 177.22°

Oz Target- present anti- phase 37.42°
165.52°

Target- present in- phase 153.75°

Target- absent anti- phase 6.57°
168.16°

Target- absent in- phase 169.02°

T A B L E  2  Analysis of the circular 
separation (in- phase –  anti- phase) for 
target- present and target- absent trials 
extracted with short time Fourier 
transforms

Last vs. Anti- 
phase 1

Last vs. In- 
phase 1

Last vs. Anti- 
phase 2

Last vs. In- 
phase 2

Pz p < 1.000 × 10−100 p = 7.545 × 10−73 p = 4.481 × 10−26 p = 6.470 × 10−10

Oz p < 1.000 × 10−100 p = 6.727 × 10−61 p = 6.989 × 10−14 p = 2.816 × 10−08

Note: p values for both Pz and Oz electrodes are reported.

T A B L E  3  Circular correlations 
between the 12 Hz phase just after (10 ms) 
the offset of the last entrainer and on the 
temporal moment where targets should 
occur on target- absent trials, separated as 
a function of the four possible times
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a right- tailed paired t test (see violin plot in Figure 6 for 
individual distribution). As expected, a significant alpha 
lateralization index was obtained, t(29) = 1.882, p = .035, 
d = .344, suggesting that participants were, in fact, effec-
tively orienting spatial attention as a function of cue direc-
tion throughout the task (see Figure 6).

4  |  DISCUSSION

The present study addressed neural entrainment using 
a set of predetermined requisites to establish its pres-
ence and tested whether it could occur under condi-
tions of temporal task unpredictability. The answer to 
these issues could help to interpret previous entrainment 
results, understand the processes underlying entrain-
ment, and provide insights on application in clinical 
contexts and other fields. Previous results, by Kizuk and 
Mathewson  (2017) among others (Spaak et al.,  2014; 
Wiesman & Wilson, 2019), provided evidence against the 
interpretation of entrainment as the mere succession of 
ERPs. However, additional proof is required to discard 
the alternative explanation that entrainment and its ensu-
ing behavioral benefits are a side- effect of ERPs related to 
expectancy and due to the inherent stimulus predictabil-
ity built into the protocol (Breska & Deouell, 2016, 2017). 
Here, we introduced some modifications to the entrain-
ment paradigm (Kizuk & Mathewson, 2017): [1] a stream 
of entrainers of variable, unpredictable length; [2] a de-
tection task with bilateral targets; [3] an increased pro-
portion of target- absent trials, to which participants were 
instructed not to respond. These modifications reduced 
the predictability inherent to most entrainment para-
digms and ensured a larger number of target- absent trials 

to estimate interference- free, post- entrainer EEG activity. 
The main findings of this research study provide support 
for an adaptive mechanism based on endogenous oscilla-
tions capable of anticipating the temporal structure of ex-
ternal stimuli (Obleser & Kayser, 2019; Zoefel et al., 2018). 
More specifically, we found: [1] alignment of ongoing 
neural activity to the external rhythm and [2] persistence 
of phase alignment beyond the offset of the driving signal. 
However, [3] we found no behavioral benefits for targets 
aligned (in- phase) with the entrainer rhythm. We discuss 
the implications of these findings, below.

T A B L E  4  Circular correlation between the 12 Hz phase, at 
166 ms pre- target onset and the reaction- times for target- present 
trials, separated as a function of the four possible target onset times

Anti- 
phase 1 In- phase 1

Anti- 
phase 2

In- phase 
2

Pz p = .595 p = .049 p = .656 p = .608

Oz p = .948 p = .008 p = .855 p = .699

Note: p values for both Pz and Oz electrodes are reported.

T A B L E  5  Phase (166 ms pre- target) opposition between 
correct and incorrect trials, post- last entrainer offset, collapsed as a 
function of type of target onset time

Anti- phase In- phase

Pz p = .979 p = .976

Oz p = .955 p = .999

Note: p values for both Pz and Oz electrodes are reported.

F I G U R E  6  (a) Representation of alpha (7– 14 Hz) power 
lateralization from 0 ms to 1542 ms post- cue (no baseline was 
used). Only correct trials were included in this analysis. The 
lateralization index was obtained by subtracting the previously 
obtained attended- left average alpha power (ipsi left- contra left) 
from the attended- right average alpha power (ipsi right- contra 
right) and dividing by the sum of the two. For the topographic 
plots, the average alpha power (7– 14 Hz) for each electrode 
ipsilateral and contralateral to the cue on both left and right cue 
(attended- left/attended- right) trials was computed, at the time 
window 375 ms to 875 ms relative to cue onset (500 ms before the 
onset of the first entrainer). Please, note that we used the real 
activity for the left electrodes and the simulated activity for the 
right electrodes. Similarly, for the left cue, we used the real activity 
for the right electrodes, and the simulated for the left electrodes. (b) 
The bar graph represents the average power at 7– 14 Hz, at the time 
window 375 ms to 875 ms relative to cue onset, for the electrodes 
contralateral (red) and ipsilateral (blue) to the cue on both left 
and right cue sides (attended- left/attended- right). (c) Finally, the 
lateralization index (explained above) for each participant was 
represented using a violin plot
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First, we confirmed our initial prediction: an in-
crease in the ITC at the entrained frequency was ob-
served during the presentation of the external rhythm, 
together with a significant cross- coherence between the 
neural activity and the entrainer. Specifically, after the 
phase reset produced by the first entrainer, the oscilla-
tory activity remained aligned to the entrained frequency 
(12 Hz) throughout the entrainer stream. This is compat-
ible with the hypothesis that the brain has a tendency to 
synchronize its endogenous oscillations to an external 
rhythm, in line with a number of other studies (Busch 
et al.,  2009; Jones et al.,  2002; Mathewson et al.,  2010, 
2012; Schroeder & Lakatos,  2009). Nevertheless, signif-
icant cross- coherence is necessary but not sufficient to 
conclude that the alignment between the internal and 
external signals is a result of neural entrainment. To ad-
dress this, we examined whether phase alignment per-
sisted for a minimum of 2 cycles, post- entrainer stream 
offset, which was our second prediction. We found that 
the alignment persisted for at least 3 cycles post- entrainer 
and observed a clear- cut 180° phase separation between 
out-  and in- phase moments, even for uncontaminated 
target- absent trials. These results match those obtained by 
Kizuk and Mathewson (2017) and others, indicating the 
presence of oscillatory reverberation post- entrainer offset 
(Helfrich et al., 2017, 2019). However, our study adds to 
these past findings by showing that this neural reverber-
ation occurs despite the temporally unpredictable nature 
of the target appearance and the variable entrainer length. 
Again, this was witnessed on all trials, included the subset 
of trials uncontaminated by stimulus or response- related 
activity within the post- entrainer period. Furthermore, 
target- absent trials as well as increased temporal unpre-
dictability due to a variable number of entrainers and four 
different SOAs, allow us to remove the contamination 
of motor response- related ERPs while also reducing the 
likelihood of the appearance of ERPs associated with ex-
pectation, which strengthens our support for the presence 
of neural entrainment (Breska & Deouell,  2016, 2017; 
Capilla et al., 2011; Herrmann & Johnsrude, 2018; Keitel 
et al., 2014; Zoefel et al., 2018).

These findings support the hypothesis that neu-
ral entrainment constitutes an anticipatory adaptive 
mechanism that may help sensory parsing via predic-
tive processes (Helfrich et al.,  2019; Henry et al.,  2014). 
Furthermore, validating the requirements for neural en-
trainment has a relevant impact because of its potential 
for clinical use (Lakatos et al.,  2019; Thaut et al.,  2015). 
Neural entrainment may be used as a diagnostic tool, 
for example in psychiatric (e.g., schizophrenia; Lakatos 
et al., 2013) or pain disorders (Guo et al., 2020). It may also 
be useful as a therapeutic procedure, to improve coordina-
tion and oral- motor synchronization in autism spectrum 

disorder (Bharathi et al.,  2019) or stroke rehabilitation 
(Thaut & McIntosh,  2014). Further still, neural entrain-
ment has been proposed to attenuate cognitive decline in 
Alzheimer's disease (Adaikkan & Tsai,  2020; Ferreira & 
Castellano, 2019; Iaccarino et al., 2016).

However, the results of this study failed to confirm 
our third prediction. We expected to obtain behav-
ioral benefits for targets in- phase with the driving fre-
quency, based on results from the EEG and previous 
studies, such as Mathewson et al. (2012) and Kizuk and 
Mathewson (2017). To explain this null finding, we can 
start by focusing beyond the specific concept of entrain-
ment on the literature related to alpha phase concen-
tration. Despite some studies indicating a benefit of 
this phase concentration on detection or discrimination 
tasks (Busch et al.,  2009; de Graaf et al.,  2013; Kizuk 
& Mathewson,  2017; Lakatos et al.,  2019; Mathewson 
et al.,  2009), other studies did not confirm this ben-
efit (Benwell et al.,  2017; Bompas et al.,  2015; Busch 
& VanRullen,  2010; Ruzzoli et al.,  2019; Vigué- Guix 
et al., 2020). Indeed, the accumulation of evidence seems 
to indicate that such phasic effects tend to be weak and 
highly dependent on experimental features, which re-
main to be clearly determined (e.g., Ruzzoli et al., 2019). 
With regard to neural entrainment of alpha phase, most 
studies showed benefits when targets were presented 
in- phase compared to anti- phase with the rhythmic en-
trainers and when phase was concentrated (de Graaf 
et al.,  2013; Kizuk & Mathewson,  2017; Mathewson 
et al., 2012). On the other hand, in another neural en-
trainment study, despite observing an effect of alpha 
phase, the authors found an unexpected opposite effect 
on performance, with improved accuracy in anti- phase 
(Spaak et al., 2014) as compared to in- phase targets.

Furthermore, our study was methodologically quite 
similar to the Kizuk and Mathewson (2017) study, with the 
most notable difference being that our protocol reduced 
temporal predictability innate to previous entrainment 
paradigms by using a variable length of entrainers (8– 12 
entrainers). We do not believe that our results are in direct 
contradiction with previous studies, but we suggest that 
the net effect of rhythmic entrainment on behavior, par-
ticularly when other sources of anticipation are removed, 
may be weaker than previously thought. Therefore, the 
most plausible explanation so far is that, performance 
benefits observed in past studies may be a combination 
of neural entrainment, as demonstrated here, and other 
processes triggered by task predictability such as expecta-
tion (Helfrich et al., 2017) or memory- based mechanisms 
(Breska & Deouell, 2017).

Future studies should extend the present results be-
yond the parameters used in both our study and the one 
by Kizuk and Mathewson (2017). Since the task focuses 
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solely on one frequency and one cognitive function (vi-
sual attention), generalization to other stimulation fre-
quencies, modalities, and cognitive processes should 
be investigated. But, other studies showing behavioral 
effects of entrainment at different oscillatory frequen-
cies or cognitive processes such as visual discrimination 
(de Graaf et al.,  2013), target detection (Mathewson 
et al.,  2012), crossmodal illusory perception (Cecere 
et al.,  2015), speech perception (Kösem et al.,  2018), 
and source memory performance (Roberts et al., 2018), 
did not control for inherent task predictability. In our 
study, at the very least, we can claim that the putative 
effect of entrainment on performance, if any, must have 
been much smaller than the significant spatial atten-
tion effect, replicating the results of a myriad of past 
studies on discrimination accuracy (Carrasco,  2011; 
Carrasco et al., 2009; van Ede et al., 2012) and stimulus 
detection (Bergen & Julesz, 1983; Posner, 1980; Posner 
et al., 1980). Please note that this spatial attention effect 
was observed jointly with lateralization of alpha activ-
ity at posterior sites (Thut et al., 2006), supporting the 
hypothesis that alpha downregulates irrelevant infor-
mation, in this case based on spatial location (Corbetta 
& Shulman,  2002; Hopfinger et al.,  2000; Kastner 
et al.,  1999; Kastner & Ungerleider,  2000). Finally, an-
other aspect to take into account, is that we addressed 
the possible confound related to absolute expectation 
(one fixed timepoint) but did not modify the confound-
ing factors related to “relative” expectation (a varying 
possible timepoint, with fixed spacing). We recommend 
that future studies examine the possible influence of rel-
ative expectation on entrainment, by adding jitter to the 
temporal timepoints at which targets can appear, as was 
done in Spaak et al. (2014).

Additionally, our analyses were initially focused on 
Pz electrode, similarly to past literature (e.g., Kizuk 
& Mathewson,  2017; Mathewson et al.,  2009, 2012). 
However, after observing higher signal at the Oz electrode 
compared to Pz, we decided to run a series of exploratory 
analyses. We observed the same pattern of results in both 
electrodes, but with a greater effect in Oz. This result is in 
line with previous studies on visual stimulation and alpha 
oscillatory activity, which observed the peak of power ac-
tivity (Alamia & VanRullen, 2019; Otero et al., 2020) and 
its highest signal to noise ratio at occipital sites (Ding 
et al., 2006; Srinivasan et al., 2006).

In conclusion, the results from the present study pro-
vide evidence for the neural entrainment hypothesis. 
Endogenous oscillations synchronize to external rhythms, 
and persist beyond these driving signals, forming a mech-
anistic basis for anticipatory parsing of the environment. 
Our study supported the hypothesis that neural entrain-
ment most likely cannot be explained as a succession of 

ERPs. In addition, we have suggested that the net effect 
of this neural entrainment on overt behavior may be more 
limited than previously thought. It therefore remains to be 
tested whether and how this predictive mechanism mod-
ulates visual perception through the internal representa-
tion of the temporal properties of stimuli in a behaviorally 
relevant fashion. These results are important because they 
could clarify the processes underlying neural entrain-
ment, which help interpret previous results, and provide 
insights on the application of these processes in clinical 
contexts and other fields.
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Original Article

Neurophysiological correlates of
abnormal auditory processing in episodic
migraine during the interictal period

Adrià Vilà-Ball�o1 , Angela Marti-Marca1 ,
Marta Torres-Ferr�us1,2, Alicia Alpuente1,2 ,
Victor Jos�e Gallardo1 and Patricia Pozo-Rosich1,2

Abstract

Background: The characteristics of the hypersensitivity to auditory stimuli during the interictal period in episodic

migraine are discussed. The combined use of event-related potentials, time-frequency power and phase-synchronization

can provide relevant information about the time-course of sensory-attentional processing in migraine and its underlying

mechanisms.

Objective: The aim of this nested case-control study was to examine these processes in young, female, episodic

migraine patients interictally and compare them to controls using an active auditory oddball task.

Method: We recorded, using 20 channels, the electrophysiological brain activity of 21 women with episodic migraine

without aura and 21 healthy matched controls without family history of migraine, during a novelty oddball paradigm. We

collected sociodemographic and clinical data as well as scores related to disability, quality of life, anxiety and depression.

We calculated behavioural measures including reaction times, hit rates and false alarms. Spectral power and phase-

synchronization of oscillatory activity as well as event-related potentials were obtained for standard stimuli. For target

and novel stimuli, event-related potentials were acquired.

Results: There were no significant differences at the behavioural level. In migraine patients, we found an increased

phase-synchronization at the theta frequency range and a higher N1 response to standard trials. No differences were

observed in spectral power. No evidence for a lack of habituation in any of the measures was seen between migraine

patients and controls. The Reorienting Negativity was reduced in migraine patients as compared to controls on novel

but not on target trials.

Conclusion: Our findings suggest that migraine patients process stimuli as more salient, seem to allocate more of their

attentional resources to their surrounding environment, and have less available resources to reorient attention back to

the main task.

Keywords

Migraine, auditory processing, event-related potentials (ERP), time-frequency power, phase-synchronization, sensory-

attentional processing
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Introduction

Migraine is a neurosensory brain disorder involving

altered sensory processing, which has been associated

with thalamocortical dysrhythmia (1). Previous studies

have reported abnormal neurophysiological responses

in migraine, which can be summarized as enhanced

sensory processing and a lack of habituation (1)

during the interictal period. Nonetheless, while these
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abnormalities have been exhaustively analyzed in the
visual modality, results obtained in audition remain
inconsistent (2).

Auditory oddball tasks combined with electrophysi-
ology (EEG) are one way of better understanding audi-
tory processing, also allowing the study of attention and
behavioural readjustments to environmental demands
(3). In its active form, repetitive sounds, standard stim-
uli, and two types of less frequent, differential sounds,
target and novel stimuli are presented to the participant,
who is instructed to respond to targets only (4,5).

N1 and P2 Event-Related Potentials (ERPs) have
been linked to early allocation of attention and to eval-
uative processing of repetitive standard stimuli. N1 is a
negative electrophysiological component (peak 75–
150ms post-stimulus), which is affected by stimulus
salience and the degree of attention (6,7). P2 (150–
250ms), a positive component, has been related to
higher order perceptual processing (8,9), early alloca-
tion of attention and initial awareness (6). Most previ-
ous studies reported no group differences in either the
N1 or P2 amplitude or habituation in migraine patients
as compared to controls (3,10–13). However, other
studies did observe an increased N1-P2 amplitude in
migraine (14,15).

Target and novel sounds during active oddball tasks
allow us to evaluate aspects of sensory-perceptual and

attentional processing, which are essential to better
comprehend the relationship between the evaluation
of incoming information, the management of attention-
al resources, and the behavioural response to external
stimuli (see Table 1 for a detailed description of the
specific cascade of sensory and attentional processes,
from the MMN to the RON, involved in the processing
of novel and target stimuli) (4,16–19). Novel stimuli
generate a cascade of electrophysiological components
including the mismatch negativity (MMN), early P3a,
late P3a and reorienting negativity (RON), which are
related to detection and processing of unexpected
events as well as subsequent attentional reorientation.
Similarly, processing of target stimuli involves the
MMN, P3b and RON, which are linked to contextual
memory comparisons necessary for the behavioral
response and the reorientation of attention back to
the main task. Within the migraine literature, some
studies have reported equal MMN amplitude (10,19)
and similar P3a amplitude in patients as compared to
controls (3,13,20). Furthermore, some studies have
reported a reduced P3b amplitude in response to devi-
ant or target stimuli (3,11,21,22), whereas others did
not encounter group differences (19,23,24).

While ERPs can provide us with relevant informa-
tion about the time-course of sensory-attentional proc-
essing, the transformation of data into time-frequency

Table 1. Cascade of effects of novel and target stimuli on the sensory-attentional system.

Type of stimuli Component Polarity Peak (ms) Site Cognitive related processes

Novel MMN � 175–225 Fronto-central Early sensory detection of unexpected

changes. Automatic mechanisms of

attentional capture

Early P3a þ 225–275 Central Post-sensory detection of unexpected

events

Late P3a þ 275–325 Frontal & parietal Attentional processing of the unex-

pected event

RON � 350–450 Fronto-central Attentional disengagement from the

distractor stimuli and reorientation

of attention back to the main task.

Related to attentional resources,

processing ease, and/or efficiency

Target MMN � 175–225 Fronto-central Early sensory detection of unexpected

changes. Automatic mechanisms of

attentional capture

P3b þ 300–600 Centro-parietal Contextual memory comparisons,

necessary to the behavioral response

RON � 400–600 Fronto-central Attentional disengagement from the

target stimuli and reorientation of

attention back to the main task.

Related to attentional resources,

processing ease, and/or efficiency

Note: Novel stimuli lead to a cascade of event-related potentials, which include, in order of appearance, the Mismatch Negativity (MMN), the early and

late P3a, and finally the Reorienting Negativity (RON) (4,17,18). ERPs associated with target stimuli include the MMN, the P3b and the RON (4,16–19).
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(TF) measures of power and phase-synchronization (or
inter-trial phase coherence) can give information about
more general underlying processes. Power is related to
the amount of simultaneously active neurons measured
at any given point in time, whereas phase-
synchronization gives an index of phase consistency
across trials. For example, after the presentation of
standard, target or novel stimuli, there is a rise in
theta activity, which coincides with the period in
which the N1 and P3a components have their maxi-
mum amplitude. Similarly, an increase in low-beta
activity has been observed after the presentation of
novel stimuli (5,25). Phase-synchronization, together
with measures of power, could partially contribute to
ERP activity (26), especially during the presentation of
repetitive stimuli. However, despite these measures
offering a more direct link to thalamocortical activity
when compared to ERPs, to the best of our knowledge,
neither power nor phase-synchronization have been
studied in auditory processing, in migraine patients
interictally.

Given the discrepancies seen within the auditory
evoked potential literature in migraine and the lack
of literature related to time-frequency measures in
response to auditory stimuli, the objective of this
study was to examine whether or not there were signif-
icant group differences in ERPs, power or phase-
synchronization on an active auditory oddball task
between young episodic migraineurs during the inter-
ictal period and controls.

Method

This is a double-blind study, using an observational,
nested case-control study design.

Participants

We decided to focus on young patients with
low-frequency episodic migraine (EM) interictally as
compared to healthy controls. From a sample of 45
participants that underwent the EEG recording, 42
participants remained in the study after the EEG arti-
fact rejection (see EEG recordings section and
Supplemental material for more details). The final
sample consisted of 21 right-handed females with EM
without aura (age: 22.99� 1.99, attack frequency:
4.38� 2.91 days/month), according to the
International Classification of Headache Disorders
3rd edition, beta version (ICHD-3 beta) (27), and 21
age- and gender-matched healthy controls (HC) (age:
21.95� 2.20, age: t(40)¼�1.598, p¼ 0.118). The inclu-
sion criteria for all participants was to be between 18–
30 years old, right-handed, and with normal or
corrected-to-normal vision and hearing. Specifically,

migraine patients chosen to take part in this study

were all low-frequency, episodic migraineurs. There

was a clear objective of having a very homogeneous

and clinically-similar sample of participants to effec-

tively compare brain responses and activity as well as

to reduce possible biases. All participants were individ-

uals who were unsure or unaware of their diagnosis.

The exclusion criteria included the presence of other

headache, neurological or psychiatric disorders as

well as the use of specific medications/recreational

drugs. Controls could not match the criteria for any

headache (according to ICHD-3 beta), and they

could not have any first-degree relatives with migraine

(see Supplemental material for details about the

recruitment process and exclusion criteria). The neurol-

ogist did not inform the participants of their diagnosis

until the end of the EEG session to ensure that both the

researcher and the participant remained double-blind.
Ethics approval: All participants gave their

informed consent prior to participation and received

15 euros compensation at the end of the experimental

session. This research study was approved by the Ethics

Committee at the Vall d’Hebron Hospital (PR(AG)

376/2017).

Procedure

A neurologist confirmed the diagnosis of EM and the

absence of migraine (or other headache) and familial

antecedents of migraine in HCs. Participants that were

designated as fit to continue completed a digital

migraine diary during 30 days prior to the experimental

session. All participants, including controls, completed

the daily calendar to reduce possible biases such as the

selection of controls who were not truly headache-free.

The diary specifically collected headache presence,

duration, intensity and the use of acute treatment,

menses and the participant’s sleep-wake cycle.

Participants continued to fill in the diary 72 hours

after the experiment. The experiment was done on a

headache-free day preceded by a 72-hour headache-

free window. During the session, participants complet-

ed patient-reported outcome (PRO) surveys (see

Supplemental material) and underwent an EEG record-

ing while performing an auditory oddball task. The

entire session was 2.5 h long.

EEG recordings

We acquired continuous EEGs (digitized, sampling

rate 500 Hz, no online filters, Neuroelectrics Enobio,

Barcelona). Data was recorded using a 20-electrode

EEG cap located over the scalp at standard positions

(Fp1/Fp2, F3/F4, F7/F8, Fz, Cz, Pz, C3/C4, T7/T8,

P3/P4, P7/P8, O1/O2), together with a common mode
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sense (CMS), and a driven right leg electrode (DRL)

placed on the right mastoid. Electrode impedances

were kept below 15 kX. EEG activity was re-

referenced offline to the mean activity of all electrodes.

Participants were instructed to keep their eyes open

throughout the entire EEG session. Eye movements

were monitored by an electrode placed at the infraor-

bital ridge of the right eye. From a sample of 45 par-
ticipants, two EMs and one HC were not included in

the final analyses based on EEG muscular and

movement-related artifacts.

Auditory oddball paradigm

A variant of the active auditory oddball paradigm

(5,25), in which an infrequent target tone (1620 Hz,

60ms duration, 5ms rise/fall times, probability of

p¼ 0.2) occurred within a stream of standard tones

(1500 Hz, 60ms duration, 5ms rise/fall times, probabil-

ity of p¼ 0.6), was used. In addition to the standard and
infrequent target tones, novel sounds (short excerpts of

environmental sounds, such as the barking of a dog or

the honking of a car) were also presented (average dura-

tion: 60.95� 7.61ms, probability of p¼ 0.2). The stim-

uli were presented binaurally with the Presentation

Software 18.1 (NeuroBehavioral Systems, San

Francisco, CA, USA), through Sony MDR-

ZX310APB headphones at 75 dB sound pressure level

(SPL) in pseudo-random order with a stimulus onset

asynchrony set to 1200ms (�100ms). A total of 500

trials (five blocks of 100 trials, 60/100 standard stimuli)

were presented (duration ffi 25min). A central black fix-

ation cross (height, width: 13 pixels) was presented on a
black background throughout the entire duration of the

experiment. Participants were instructed to keep their

eyes open, avoid blinking, and remain fixated on the

central cross, at all times, throughout the experiment.

They were also instructed to respond as quickly and

accurately as possible to the target tones while ignoring

the standard and novel tones.

Behavioral analyses

Reaction times (RTs) for target stimuli were obtained.

For each participant, RTs that were �3 standard devi-
ations from their mean were excluded. The percentage

of no-response (‘miss’) trials was also obtained by

dividing the number of misses by the number of hits.

Finally, the percentage of false alarms on standard and

novel trials was calculated by dividing the number of

standard/novel trials with a recorded response by the

total number of standard/novel trials. Two-sample

t-tests were used to compare these measures between

groups. In addition, for standard stimuli, separate

values were obtained for each block and submitted to

repeated-measures analyses of variance (ANOVAs)

with Time (Blocks 1–5) as a within-subject factor and

Group (EM/HC) as a between-subject factor.

EEG pre-processing

First, the EEG was offline-filtered with a 50 Hz notch

filter (type Parks-McClellan, order 180). Then, EEG

data from ERP and TF analyses was pre-processed dif-

ferently from ITC EEG data to avoid nonlinear phase

distortions in ITC data (28). For ERP and TF, a

Butterworth infinite impulse response (IIR) band-pass

filter from 0.1 to 100 Hz was applied (high-pass:

Frequency 0.1 Hz, order 2, cutoff �6 dB; low-pass: fre-

quency 100 Hz, order 4, cutoff �6 dB). For ITC anal-

yses, a Hamming windowed sinc finite impulse response

(FIR) band-pass filter (zero-phase), from 0.1 to 100 Hz,

was applied (high-pass: Frequency 0.1 Hz, order 16500,

cutoff �6 dB; low-pass: frequency 100 Hz, order 66,

cutoff �6 dB). Finally, epochs were separately obtained

for standard, target and novel tones (ERPs: 100–

1000ms; power/phase-synchronization: �2000–

2000ms post-stimulus onset) and were baseline-

corrected from �100ms until 0ms post-stimulus

onset, as done in previous studies (5,25). Only correct

trials were used to obtain the epochs. Correct trials were

considered to be: Correct detections in response to

target stimuli and no response to standard and novel

tones. No participant had to be excluded due to an

insufficient number of correct trials. Epochs exceeding

�100 mV in the electro-oculogram (EOG) or EEG

were automatically detected and removed from further

analysis, then a visual inspection of the data was per-

formed to confirm that artifacts were correctly detected.
Single trial convolution was performed via

frequency-domain multiplication, in which the

Fourier-derived spectrum of the ERP data was multi-

plied by the spectrum of the wavelet, and the inverse

Fourier transform was taken. A six-cycle complex

Morlet was used. A separate time series of complex

wavelet coefficients was obtained for each frequency

from 1 Hz to 40 Hz (linear increase). These complex

coefficients, containing both real and imaginary com-

ponents, were used to derive the power and phase-

synchronization (i.e. inter-trial coherence). Power was

computed with respect to baseline. Both measures were

obtained for each trial and averaged for each partici-

pant before performing the grand-average.

Electrophysiological analyses

The EEG analyses were divided as a function of stan-

dard trials and target/novel trials. For standard trials,

the individual amplitude was separately obtained for

each component and for each of the five blocks.
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The ERP mean amplitudes were set-centered on the
peak activity of each component (N1: 75–125ms; P2:
175–225ms; N2: 250–350ms). For spectral power and
phase-synchronization, theta (3–8 Hz, 0–400ms), alpha
(8–12 Hz, 0–200ms), and beta-gamma (12–40 Hz, 0–
200ms) frequency ranges were defined based on maxi-
mum activity and previous literature (5,25).

In the case of novel and target trials, the difference
waveform ERPs were obtained between novel/target
and standard trials. The following components were
obtained, for novel: MMN (175–225ms), Early P3a
(225–275ms), Late P3a (275–325ms), and RON (350–
450ms); and for target stimuli: MMN (175–225ms),
P3b (450–550ms), and RON (400–600ms). For all
ERP components, the mean amplitudes were set-
centered on the peak activity. See Supplemental mate-
rial for spectral power of target and novel trials.

Sample size was determined based on previous liter-
ature, which corroborated that 10–25 participants, with
at least 20 artifact-free trials per condition, are enough
for this kind of nested case-control EEG study (29,30).
Consequently, participants with <20 correct responses
or artifact-free trials of any condition were excluded
from the analyses (30).

Standard trials were submitted to repeated-measures
ANOVAs with Electrode location (Fz, Cz, Pz) and
Block (1–5) as within-subject factors and Group
(EM/HC) as a between-subject factor. A similar proce-
dure was used for novel and target trials; however, the
repeated-measures ANOVAs only had one within-
subject factor: Electrode location (Fz, Cz, Pz) and
one between-subject factor: Group (EM/HC). In addi-
tion, we used post-hoc t-tests comparisons when
necessary.

For all analyses, p-values were corrected using the
Greenhouse-Geisser correction for nonsphericity when
appropriate.

Results

Behavioral results

In regards to behavioral measures, no significant differ-
ences between HC and EM were found on measures of
RTs (HC: 512.53 �73.29ms, EM: 486.13 �41.19ms;
t(40)¼ 1.602, p¼ 0.117), percentage of misses (HC
4.86 �3.79%, EM 5.61 �5.63%; t(40)¼�0.506,
p¼ 0.616), and false alarm rates on novel trials (HC
3.29 �1.65%, EM:3.91 �2.24%; t(40)¼�1.023,
p¼ 0.312). On standard trials, no modulation of the
false alarm rate was observed across blocks (main
effect of Block: F(4,160)¼ 2.466, p¼ 0.106), or as a
function of group (main effect of Group: F(1,40)¼
0.001, p¼ 0.978; Block�Group interaction:
F(4,160)¼ 0.102, p¼ 0.854).

Electrophysiological results

Repetitive stimuli ERPs. See Figure 1 and Table 2 for
repeated-measures ANOVAs. Typical N1, P2 and N2
ERP components were observed across blocks. A sig-
nificant main effect of Electrode indicated the presence
of a central distribution for N1 and P2, and a fronto-
central distribution for N2. The lack of a significant
main effect of Block together with the absence of a
significant interaction of Block�Electrode for the N1
and N2 components, indicated that the amplitude of
these components did not habituate across blocks. On
the other hand, the amplitude of the P2 component was
significantly reduced in the last block as compared to
the first one, as seen by the significant main effect of
Block and a significant Block�Electrode interaction.

In terms of group comparisons, a trend for increased
N1 amplitude in the migraine group as compared to the
control group was observed (see Table 2, N1,
Group analyses, G). No differences were reported for
P2 and N2 components between groups as reflected by
a lack of a main effect of group and significant inter-
actions. The lack of significant Block�Group interac-
tions and Block�Electrode�Group interactions
suggested that both groups presented a similar pattern
of habituation (habituation of P2 and no habituation
of N1 and N2).

Spectral power of repetitive stimuli. See Figure 2 and Table
3 for repeated-measures ANOVAs. As can be observed
in Figure 2 and corroborated by statistical analyses,
typical theta, alpha and beta-gamma activities were
elicited in both groups, with certain habituation
across blocks. The significant main effect of Electrode
indicated the presence of a central distribution for all
three frequencies. Habituation across blocks was con-
firmed for theta and alpha, but not for beta-gamma
(see significant and non-significant main effects of
Block in Table 3). No significant main effect of
Group was obtained in theta, alpha, and beta-gamma
power. Furthermore, a lack of significant
Group�Block interactions implied that there were
no differences between HC and EM in respect to the
three frequencies. There were no significant group dif-
ferences in habituation either.

Time and phase-synchronization analyses of repetitive stimuli.

See Figure 3 and Table 4 for repeated-measures
ANOVAs. In Figure 3, both groups had increased
phase-synchronization of theta, alpha and beta-gamma
on standard trials, with a clear habituation across
blocks. Upon visual inspection, the phase-
synchronization appeared higher in EM compared to
HC. A central topographical distribution was supported
by a significant main effect of electrode. Habituation
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across blocks was also corroborated for theta and alpha
but not for beta-gamma. Importantly, the significant
main effect of Group confirmed the higher phase-
synchronization in theta for the migraine group as com-
pared to the control group (see Table 4, Theta, Group,
G). No significant group differences were observed for
the other frequencies (neither main effect of group, nor
Group interactions). Similarly, no significant group dif-
ferences were observed regarding the habituation of
phase-synchronization of any of the three frequencies
(see Table 4).

Target/Novel ERPs. See Figure 4 and Table 5 for
repeated-measures ANOVAs. A cascade of ERP
events was observed in response to target stimuli in
both groups (see Figure 4) beginning with the appear-
ance of a frontocentral MMN, a centro-parietal P3b,
and a frontocentral RON. Topographical distributions
were corroborated by the significant main effects of
electrode. No significant group differences were
observed (see Table 5).

Similarly, the time-course for responses to novel
stimuli included the frontocentral MMN, a central

Table 2. Repeated-measures ANOVA on the ERP components related to standard trials.

B B�G E E�G B� E B� E�G G

ERP F p F p F p F p F p F p F p

N1 0.830 0.498 1.412 0.237 34.504 <0.001 1.582 0.214 1.652 0.130 0.691 0.664 3.772 0.059

P2 3.968 0.006 0.919 0.447 68.364 <0.001 .303 0.713 2.562 0.022 0.554 0.757 0.019 0.891

N2 0.534 0.676 1.656 0.175 35.351 <0.001 1.933 0.153 0.957 0.447 1.114 0.354 2.582 0.116

Note: The following components and time-windows were studied: N1 (175–225 ms), P2 (350–450 ms), and N2 (250–350 ms). The repeated measures

ANOVA included B: Block (1st, 2nd, 3rd, 4th, 5th) and E: Electrode location (Fz, Cz, Pz) as within-subject factors and G: Group (Control, Migraine) as

the between-subject factor. The degrees of freedom were as follow: B (4,160), B�G (4,160), E (2,80), E�G (2,80), B� E (8,320), B� E�G (8,320),

and G (1,40).

Bold values represent P<0.05.
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Block 1
Block 2
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Figure 1. Grand mean ERP waveforms for standard trials, including the 1st (solid black line), 2nd (pointed dark grey line), 3rd
(pointed medium grey line), 4th (pointed light grey line), 5th (solid blue line), at midline electrodes (Fz, Cz, and Pz), from �100 to 800
ms, �3/þ3 mV, for both the EM (a) and HC (b) groups. Scalp distribution (�3/þ3 mV) for 1st minus 5th block of standard trials
involves the N1, P2 and N2.
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early P3a, a frontal and parietal late P3b, and a fron-
tocentral RON (see Figure 4). Topographical distribu-
tions were upheld by significant main effects of

electrode. Despite a lack of main effects between
groups, a significant Electrode�Group interaction

was observed for the early P3a, late P3a, and RON.
The post-hoc t-test analyses revealed that the early P3a

trends to be reduced in EM as compared to HC at Cz (t
(40)¼ 1.967, p¼ 0.056) and attains significance at Pz (t

(40)¼ 3.747, p¼ 0.001). On the other hand, an
increased late P3a was observed at frontal sites in
EM as compared to HC (Fz: t(40)¼�2.087,

p¼ 0.043). A post-hoc analysis of the RON also indi-
cated an amplitude reduction in EM at Fz (t(40)¼�
2.801, p¼ 0.008). For time-frequency see Supplemental
results.

Discussion

The aim of this study was to investigate auditory sen-

sory processing during an active oddball task in a
group of young, female, low-frequency EM patients

in the interictal phase as compared to healthy controls.
Our research study proposed a novel approach by pair-
ing classic ERP analyses with spectral power and

phase-synchronization, which offer a more holistic
approach to understanding the sensory alterations

reported in EM. Patients presented: i) an increased
response to auditory stimuli, as indicated by increased

N1 amplitude and theta phase-synchronization, and ii)
an abnormal response pattern to novel stimuli charac-

terized by a reduced early P3a, an increased late P3a,
and reduced RON.

Our results suggest that auditory sensory processing
is increased in EM patients interictally, which supports

previous findings indicating increased sensitivity to
sound in patients between attacks (31). An increased
N1 suggests that EM individuals process environmen-

tal sounds as more salient, and consequently allocate
more attentional resources to their processing (6,7),

affecting the representation of sound at the neural

level, within the sensory auditory cortex (32). A lack
of group differences in P2 and N2 components would
suggest that higher order perceptual processes and their
modulation by attentional top-down mechanisms
remain preserved (8). Although some studies have
failed to report differences in N1 or P2 amplitude
(3,10–13,33), these results are compatible with data
from other studies (14,15), which encountered higher
N1-P2 amplitudes in families with migraine.

The main finding of the present study was the
increased theta phase-synchronization in response to
repetitive stimuli in EM. The theta wave is the main
contributor to the brain’s response to standard stimuli
during active auditory oddball tasks (5). Notably, both
power and phase-synchronization may be instrumental
in generating and modulating ERPs. However, phase-
synchronization may be also involved in maintenance
(with progressive habituation) of ERP amplitudes
across repetitions (26). Phase-synchronization of theta
activity plays a relevant and active role in early sensory
processing. It has been suggested to be an internal form
of information coding in the sensory cortex (34), which
acts by continuously tracking information related to
external sensory stimuli (35). In the auditory modality,
this process is closely linked to the N1 component (26).
Therefore, an increase in phase-synchronization, as
seen in our data, could underlie the increased sensory
auditory processing seen in EM, confirmed by an
increased amplitude of the N1 component. Our results
are compatible with studies on visual processing, which
also show increased phase-synchronization in EM
without aura in particular within the alpha-band
during visual stimulation (1,36,37) and with resting-
state functional magnetic resonance imaging (rfMRI)
studies indicating alterations in connectivity in
salience- and auditory-related structures (38). Finally,
our results are also congruent with the thalamocortical
dysrhythmia hypothesis, suggesting the presence of
increased low frequency oscillations in migraine in tha-
lamic structures, which may lead to a hyperresponsive-
ness of the sensory cortices.

Table 3. Repeated-measures ANOVA on the time-frequency spectral power of standard trials.

B B�G E E�G B� E B� E�G G

TF F p F p F p F p F p F p F p

Theta 5.543 0.001 0.902 0.452 41.601 <0.001 2.293 0.111 1.060 0.386 0.462 0.824 2.373 0.131

Alpha 2.726 0.034 1.774 0.141 10.388 <0.001 1.226 0.299 1.958 0.070 0.499 0.814 0.701 0.407

Beta-G 0.578 0.660 0.827 0.499 5.390 0.007 0.467 0.624 0.788 0.580 0.354 0.907 2.230 0.143

Note: The following frequency ranges and time-windows were studied: theta (3–8 Hz, 0–400 ms), alpha (8–12 Hz, 0–200 ms), and beta-gamma (12–40

Hz, 0–200 ms). The repeated measures ANOVA included B: Block (1st, 2nd, 3rd, 4th, 5th) and E: Electrode location (Fz, Cz, Pz) as within-subject

factors and G: Group (Control, Migraine) as the between-subject factor. The degrees of freedom were: B (4,160), B�G (4,160), E (2,80), E�G (2,80),

B� E (8,320), B� E�G (8,320), and G (1,40).

Bold value represent P<0.05.
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Table 4. Repeated-measures ANOVA on the phase-synchronization of standard trials.

B B�G E E�G B� E B� E�G G

P-Sync F p F p F p F p F p F p F p

Theta 14.599 <0.001 0.679 0.577 43.583 <0.001 1.577 0.216 1.198 0.308 0.480 0.825 5.986 0.019

Alpha 3.659 0.009 1.070 0.370 39.114 <0.001 0.138 0.853 0.967 0.447 1.608 0.148 2.377 0.131

Beta-G 1.203 0.312 0.134 0.957 14.338 <0.001 2.924 0.062 1.386 0.219 0.650 0.695 0.339 0.564

Note: The following frequency ranges and time-windows were studied: theta (3–8 Hz, 0–400 ms), alpha (8–12 Hz, 0–200 ms), and beta-gamma (12–40

Hz, 0–200 ms). The repeated measures ANOVA included B: Block (1st, 2nd, 3rd, 4th, 5th) and E: Electrode location (Fz, Cz, Pz) as within-subject

factors and G: Group (Control, Migraine) as the between-subject factor. The degrees of freedom were: B (4,160), B�G (4,160), E (2,80), E�G (2,80),

B� E (8,320), B� E�G (8,320), and G (1,40).

Bold values represent P<0.05.

FZ FZ FZ

CZ CZ CZ

PZ

–9

µV

PZ

200 400 600 800ms

PZ

CSD-waveforms Target-standard Novel-standard

Migraineurs(a)

(b)

Target-standard Novel-standard

MMN MMN

Early
P3a

P3b

RON

RON

Standard

Target

Novel

–5.0 +5.0
µV

Late
P3a

FZ FZ FZ

CZ CZ CZ

PZ

–9

µV

PZ

200 400 600 800ms

PZ

CSD-waveforms Target-standard Novel-standard

Control

Target-standard Novel-standard

MMN MMN

Early
P3a

P3b

RON

RON

Standard

Target

Novel

–5.0 +5.0
µV

Late
P3a

Figure 4. Grand mean ERP waveforms for standard (grey line), target (black line) and novel (red line), at midline electrodes (Fz, Cz,
and Pz), from �100 to 800 ms, �9/þ9 lV, for both the EM (a) and HC (b) groups. Difference waveforms associated to the target
minus standard (black line) and novel minus standard (red line) are showed. Scalp distribution (�5/þ5 lV) for target minus standard
trials involve the MMN, P3b and RON. Scalp distribution (�5/þ5 lV) for novel minus standard involve the MMN, early P3a, late P3a,
and RON.



In the current study, we observed habituation of
ERPs, spectral power, and phase-synchronization pro-
cesses in both EM and control groups across blocks.
These results support previous studies, which did not
find any differences in the habituation of N1 and P2
ERP components to auditory stimuli between migraine
patients and healthy controls (3,10–13). Although the
thalamocortical dysrhythmia hypothesis suggests that
migraine hyperresponsiveness is due to a lack of habit-
uation to sensory stimuli (1), current research findings
have opened this up for debate. It remains unclear
whether the deficit of habituation, frequently reported
in migraine studies, is related to disease itself, or if it
could be related with the subtype of migraine (such as
episodic or chronic, with or without aura), or to a
confounding variable (such as treatment, psychiatric
comorbidity, age or methodological differences) (39).

In regards to the cascade of ERPs related to novel
and target stimuli, we observed abnormalities in EM.
Similarly to previous studies (10,19), but in contrast to
others (12,13), no group differences were observed in
MMN in response to novel stimuli, which may reflect
that early sensory detection of unexpected change or
stimuli, is preserved in migraine. Regarding P3a, pre-
vious studies reported no differences (13,20), while
other studies showed an increased P3a in migraine
compared to controls (12). Based on previous basic
research studies indicating the presence of two P3a
peaks (early and late) with different brain generators,
we decided to divide the P3a in two. We observed an
abnormal pattern of reduced early P3a and increased
late P3a in patients as compared to controls. These
results suggested that in EM there was a reduced
post-sensory response to novel stimuli (reduced early
P3a), which was quickly compensated by the

heightened allocation of attentional resources
(increased late P3a). A reduced RON in both novel
and target stimuli would indicate that patients had dif-
ficulty disengaging from distracting novel stimuli and
reorienting attention back to the task, which could
indicate decreased cognitive flexibility (16). Finally,
consistent with one line of evidence, no group differ-
ences were observed between migraine patients and
healthy controls with respect to the MMN (10,19)
and P3b (3,11,22), despite findings from other studies
(19,23,24).

Limitations: Our study has some limitations in rela-
tion to the features of our sample, which consisted of
young adult women (19–28 years) with low-frequency
EM without aura. It is possible that our sample can
only partially explain migraine symptomology and
might not be generalized to the usual population of
migraine patients seen in clinical practice, which
report higher frequency of attacks and more associated
symptomology. Another factor that might have an
impact on the results is the age of migraine onset, but
unfortunately this variable was not collected in this
research study, given that many of the participants
that received a migraine diagnosis were unaware or
unsure of whether or not they had migraine.
Therefore, it was difficult to pinpoint a specific onset
time. Future studies might evaluate how disease evolu-
tion and associated symptomatology may impact audi-
tory sensory processing and consequently ERPs,
spectral power, and phase-synchronization. There is
also an important methodological aspect to consider,
which is a basic principle of habituation: The presen-
tation of other (usually strong or salient) stimuli results
in a recovery or in a disruption of habituation to a
standard repetitive stimulus (40). In this experiment,

Table 5. Repeated-measures ANOVA for the ERP difference waveforms related to target and novel stimuli.

E E�G G

Component F p F p F p

Target

MMN 43.807 <0.001 0.647 0.488 0.061 0.806

P3b 204.806 <0.001 2.300 0.125 0.068 0.796

RON 119.858 <0.001 3.260 0.062 0.052 0.820

Novel

MMN 27.929 <0.001 1.699 0.196 0.382 0.540

Early P3a 45.876 <0.001 18.103 <0.001 1.310 0.259

Late P3a 23.141 <0.001 5.025 0.015 0.097 0.757

RON 78.174 <0.001 6.586 0.005 0.002 0.968

Note: The following components and time-windows were included for target stimuli: MMN (175–225 ms), P3b (450–550 ms), and RON (350–450 ms);

and for novel stimuli: MMN (175–225 ms), early P3a (225–275 ms), late P3a (275–325 ms), and RON (400–600 ms). The repeated measures ANOVA

included E: Electrode location (Fz, Cz, Pz) as the within-subject factor and G: Group (Control, Migraine) as the between-subject factor. The degrees of

freedom were as follow: E (2,80), E�G (2,80), and G (1,40).

Bold values represent P<0.05.

Vilà-Ball�o et al. 55



habituation was examined using an active Oddball
task, comprised of standard, novel and target stimuli.
Thus, the results regarding habituation should be inter-
preted with caution, as the presence of target and
novel stimuli could break the habituation chain and
bias data.

Conclusions

In conclusion, the presence of an increased theta phase-
synchronization and a larger N1 in EM could indicate
the presence of a hypersensitivity to auditory stimuli in
low-frequency EM patients between attacks. Patients
appear to process repetitive stimuli as though they

were more salient and seem to allocate more of their
attentional resources to their surrounding environ-
ment. Finally, in the presence of particularly salient
stimuli (such as novel and target), which could be con-
sidered biologically relevant, patients show a reduced
RON, or a difficulty in reorienting their attention from
the distracting stimulus back to the task at hand. This
would suggest decreased cognitive flexibility in patients
with EM as compared to controls. Ultimately, patients
show a hypersensitivity to auditory stimuli and mal-
adaptive allocation of attentional resources, which
could explain the auditory alterations reported interic-
tally in EM.

Article highlights

1. The perceived salience of auditory stimulus is increased in episodic migraine as seen in greater theta phase-
synchronization and higher N1 amplitude.

2. The reduced amplitude of the reorienting negativity suggested that episodic migraine patients have less
available resources to reorient attention back to the main task.
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Declaration of conflicting interests

The authors declared the following potential conflicts of

interest with respect to the research, authorship, and/or pub-

lication of this article: AVB, AMM, VJG report no conflicts

of interest. AVB has received a postdoctoral contract courte-

sy of “La Caixa” Foundation, and was supported by the

Spanish MICINN Juan de la Cierva postdoctoral grant

(FJC2018-036804-I). AA has received honoraria as speaker

for Allergan. MTF has received honoraria as a speaker for

Allergan, Chiesi, Eli Lilly and Novartis. PPR has received

honoraria as a consultant and speaker for Allergan,

Almirall, Biohaven, Chiesi, Eli Lilly, Medscape,

Neurodiem, Novartis and Teva. Her research group has

received research grants from Allergan, AGAUR, la Caixa

foundation, Migraine Research Foundation, Instituto

Investigaci�on Carlos III, MICINN, PERIS; and has received

funding for clinical trials from Alder, Electrocore, Eli Lilly,

Novartis and Teva. She is a trustee member of the board of

the International Headache Society and a member of the

Council of the European Headache Federation. She is on

the editorial board of Revista de Neurologia. She is an

editor for Frontiers of Neurology and the Journal of

Headache and Pain. She is a member of the Clinical Trials

Guidelines Committee of the International Headache Society.

She has edited the Guidelines for the Diagnosis and

Treatment of Headache of the Spanish Neurological

Society. She is the founder of www.midolordecabeza.org.

PPR does not own stocks from any pharmaceutical company.

The authors report no disclosures relevant to the manuscript.

Funding

The authors disclosed receipt of the following financial sup-

port for the research, authorship, and/or publication of this

article: The project leading to these results has received fund-

ing from “La Caixa” Foundation under the project code

LCF/PR/PR16/51110005”.

ORCID iDs
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