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Abstract 

Groundwater numerical modeling is essential for sustainable water management as it helps understand the 

behavior of groundwater resources and their interaction with surface water. These models can predict the 

impacts of water manipulation on the environment, aid in developing sustainable management scenarios, 

and help in understanding the impacts of climate change on groundwater resources. Generating numerical 

groundwater models require various input data and boundary conditions, including geological models, 

surface water input, and groundwater recharge. By combining different modeling approaches, a 

comprehensive understanding of groundwater resources can be developed to support sustainable 

groundwater management, decision-making, and water resource planning. This thesis is based on open-

source tools to aid in the different stages of groundwater studies: geological 3D modeling (Geopropy), 

isotopic modeling (Isocompy), and soil water balance spatial-temporal modeling (WaterpyBal and 

WaterpyBal Studio). Geopropy is a decision-making algorithm implemented in Python, generates 3D cross-

sections. It performs as an intelligent agent that simulates the steps taken by the geologist in the process of 

creating the cross-section, coupled with data-driven decisions. The algorithm detects zones with more than 

one possible outcome and, based on the level of complexity (or user preference), proceeds to automatic, 

semiautomatic or manual stages. Isocompy is Python library that estimates isotopic compositions through 

machine learning algorithms with user-defined variables. It includes dataset preprocessing, outlier 

detection, statistical analysis, feature selection, model validation and calibration and postprocessing. This 

tool has the flexibility to operate with discontinuous inputs in time and space. The automatic decision-

making procedures are knitted in different stages of the algorithm, although it is possible to manually 

complete each step. The extensive output reports, figures and maps generated by Isocompy facilitate the 

comprehension of stable water isotope studies. WaterpyBal is another tool implemented in Python that 

generates spatial-temporal water balance models. The tool focuses on diffused precipitation and recharge 

modelling, considering the vertical water movement. The tool offers flexibility in terms of input data and 

modeling time interval, and integrates different stages of the water balance assessment such as spatial data 

interpolation, evaporation, evapotranspiration and infiltration calculation, taking into account the soil 

characteristics and urban water cycle parameters. WaterpyBal calculates the water budget parameters such 

as recharge, deficit and runoff in defined spatial-temporal spectrum and could be used in the post-processing 

stage to create maps, figures, datasheets and raster archives. This tool has a modular design with ensures 

the ability of further developments and add-ons. WaterpyBal Studio is the graphic user interface of 

WaterpyBal that facilitates the usage of this tool in water management projects.  

In essence, these tools offer support for sustainable groundwater management projects that ensures 

reproducible research results in these environmental fields.  
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Resumen 

La modelación numérica de aguas subterráneas es esencial para una gestión sostenible del agua, ya que 

ayuda a comprender el comportamiento de los recursos de aguas subterráneas y su interacción con el agua 

superficial. Estos modelos pueden predecir los impactos de la manipulación del agua en el medio ambiente, 

ayudar en el desarrollo de escenarios de gestión sostenible y ayudar a comprender los impactos del cambio 

climático en los recursos de aguas subterráneas. La generación de modelos numéricos de aguas subterráneas 

requiere diversos datos de entrada y condiciones de contorno, que incluyen modelos geológicos, entrada de 

agua superficial y recarga de aguas subterráneas. Al combinar diferentes enfoques de modelado, se puede 

desarrollar una comprensión integral de los recursos de aguas subterráneas para apoyar la gestión sostenible 

de aguas subterráneas, la toma de decisiones y la planificación de recursos hídricos. Esta tesis se basa en 

herramientas de código abierto para ayudar en las diferentes etapas de los estudios de aguas subterráneas: 

modelado geológico 3D (Geopropy), modelado isotópico (Isocompy) y modelado espaciotemporal del 

balance hídrico del suelo (WaterpyBal y WaterpyBal Studio). Geopropy es un algoritmo de toma de 

decisiones implementado en Python, que genera secciones transversales 3D. Actúa como un agente 

inteligente que simula los pasos que realiza el geólogo en el proceso de creación de la sección transversal, 

combinado con decisiones basadas en datos. El algoritmo detecta zonas con más de una posible solución y, 

en función del nivel de complejidad (o preferencia del usuario), procede a las etapas automáticas, 

semiautomáticas o manuales. Isocompy es una biblioteca de Python que estima las composiciones 

isotópicas a través de algoritmos de aprendizaje automático con variables definidas por el usuario. Incluye 

pre procesamiento de conjuntos de datos, detección de valores atípicos, análisis estadístico, selección de 

características, validación y calibración del modelo y post procesamiento. Esta herramienta tiene la 

flexibilidad de operar con entradas discontinuas en el tiempo y el espacio. Los procedimientos automáticos 

de toma de decisiones están tejidos en diferentes etapas del algoritmo, aunque es posible completar 

manualmente cada paso. Los extensos informes, figuras y mapas generados por Isocompy facilitan la 

comprensión de los estudios de isótopos estables del agua. WaterpyBal es otra herramienta implementada 

en Python que genera modelos espaciotemporales de balance hídrico. La herramienta se centra en la 

modelación de la precipitación difusa y la recarga, considerando el movimiento vertical del agua. La 

herramienta ofrece flexibilidad en cuanto a los datos de entrada y el intervalo de tiempo de modelado e 

integra diferentes etapas de evaluación del balance hídrico, como la interpolación de datos espaciales, el 

cálculo de evaporación, evapotranspiración e infiltración, teniendo en cuenta las características del suelo y 

los parámetros del ciclo del agua urbana. WaterpyBal calcula los parámetros del presupuesto de agua, como 

la recarga, el déficit y la escorrentía, en un espectro espacial-temporal definido y se puede utilizar en la 

etapa de post-procesamiento para crear mapas, gráficos, hojas de datos y archivos raster. Esta herramienta 
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tiene un diseño modular que asegura la capacidad de futuros desarrollos y complementos. WaterpyBal 

Studio es la interfaz gráfica de usuario de WaterpyBal que facilita el uso de esta herramienta en proyectos 

de gestión del agua. 

En esencia, estas herramientas ofrecen soporte para proyectos de gestión sostenible de aguas subterráneas 

que garantizan resultados de investigación reproducibles en estos campos ambientales. 
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Resum 

La modelització numèrica d'aigües subterrànies és essencial per a la gestió sostenible de l'aigua, ja que 

ajuda a comprendre el comportament dels recursos d'aigua subterrània i la seva interacció amb les aigües 

superficials. Aquests models poden predir els impactes de la manipulació de l'aigua en l'entorn, ajudar en 

el desenvolupament de escenaris de gestió sostenible i comprendre els efectes del canvi climàtic en els 

recursos d'aigua subterrània. La generació de models numèrics d'aigües subterrànies requereix diverses 

dades d'entrada i condicions límit, incloent models geològics, entrades d'aigua superficial i recàrrega d'aigua 

subterrània. A través de la combinació de diferents enfocaments de modelització, es pot desenvolupar una 

comprensió completa dels recursos d'aigua subterrània per donar suport a la gestió sostenible d'aigües 

subterrànies, la presa de decisions i la planificació dels recursos hídrics. Aquesta tesi es basa en eines de 

codi obert per ajudar en les diferents etapes d'estudis d'aigua subterrània: modelització geològica en 3D 

(Geopropy), modelització isotòpica (Isocompy) i modelització espacial-temporal del balanç hídric del sòl 

(WaterpyBal i WaterpyBal Studio). Geopropy és un algorisme de presa de decisions implementat en 

Python, que genera seccions transversals en 3D. Funciona com a agent intel·ligent que simula els passos 

que realitza el geòleg en el procés de creació de la secció transversal, enllaçat amb decisions basades en 

dades. L'algorisme detecta zones amb més d'una possible solució i, en funció del nivell de complexitat (o 

preferència de l'usuari), passa a les etapes automàtiques, semiautomàtiques o manuals. Isocompy és una 

biblioteca de Python que estima les composicions isotòpiques a través d'algoritmes d'aprenentatge 

automàtic amb variables definides per l'usuari. Inclou el pre-processament de conjunts de dades, la detecció 

de valors atípics, l'anàlisi estadística, la selecció de característiques, la validació i calibració del model i el 

post-processament. Aquesta eina té la flexibilitat per operar amb entrades discontínues en el temps i l'espai. 

Els procediments de presa de decisions automàtiques estan integrats en diferents etapes de l'algorisme, 

encara que és possible completar manualment cada pas. Els extensos informes de sortida, figures i mapes 

generats per Isocompy faciliten la comprensió dels estudis d'isòtops estables de l'aigua. WaterpyBal és una 

altra eina implementada en Python que genera models espai-temporals d'equilibri hídric. L'eina es centra 

en la modelització de la precipitació difusa i la recàrrega, tenint en compte el moviment vertical de l'aigua. 

L'eina ofereix flexibilitat en termes de dades d'entrada i interval de temps de modelització, i integra diferents 

etapes de l'avaluació de l'equilibri hídric, com ara la interpolació de dades espacials, el càlcul de 

l'evaporació, l'evapotranspiració i la infiltració, tenint en compte les característiques del sòl i els paràmetres 

del cicle urbà de l'aigua. WaterpyBal calcula els paràmetres del pressupost hídric, com ara la recàrrega, el 

dèficit i l’escorrentia en un espectre espai-temporal definit i es pot utilitzar en la fase de post-processament 

per crear mapes, gràfics, fulls de dades i arxius ràster. Aquesta eina té un disseny modular que garanteix la 
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capacitat de desenvolupaments i complements futurs. WaterpyBal Studio és la interfície gràfica d'usuari de 

WaterpyBal que facilita l'ús d'aquesta eina en projectes de gestió de l'aigua. 

En essència, aquestes eines ofereixen suport per a projectes sostenibles de gestió d'aigües subterrànies que 

asseguren resultats de recerca reproduïbles en aquests camps ambientals. 
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1.2 MOTIVATION AND OBJECTIVES 
Water is a vital resource for life on Earth, and its availability is becoming more limited due to droughts and 

pollution. As the world's population continues to grow, the demand for water is increasing, and effective 

water management becomes increasingly important 1. Poor water management practices exacerbate water 

scarcity, which is a significant problem in many parts of the world. Climate change is affecting the 

availability of water, with changing weather patterns and increasing temperatures leading to more frequent 

and severe droughts 2. 

Groundwater resources play a crucial role in water management, particularly in areas where surface water 

is limited or unreliable. Groundwater is an important source of water and it can provide a reliable supply of 

water even during periods of drought or low rainfall. However, the management of groundwater resources 

can be challenging, as overuse or contamination of the resource can have negative environmental impacts. 

Effective groundwater management requires a holistic approach that balances the need for water with the 

need to protect the resource for future generations 3. 

Modern groundwater management has evolved to become more quantitative, relying on data-driven 

assessments and advanced modeling techniques. This approach allows for a more accurate assessment of 

the resource and can help to inform management strategies that are based on sound science and accurate 

information 4. Groundwater management also involves a greater focus on sustainability and the protection 

of the resource for future generations, which includes the development of strategies to minimize the 

environmental impacts of groundwater use 5. 

Conceptual groundwater models and groundwater numerical modeling are essential tools for effective 

groundwater resource management. Conceptual models provide simplified representations of the 

groundwater system to identify potential sources of contamination and predict impacts of groundwater 

withdrawals 6. Groundwater numerical modeling involves the use of mathematical equations to simulate 

the behavior of the groundwater system and is particularly useful for simulating complex hydrogeological 

conditions. The benefits of using these models include a more accurate and comprehensive understanding 

of the groundwater system, identifying potential risks, evaluating different management strategies, and 

supporting stakeholder engagement and decision-making. However, challenges associated with these 

models include the need for accurate data and potential uncertainty and error 7. 

Groundwater numerical modeling is crucial for sustainable water management as it helps understand the 

behavior of groundwater resources and predicts the impacts of water manipulation on the environment and 

human activities such as mining and construction. Additionally, it aids in understanding the impacts of 

climate change on groundwater resources, identifying and mitigating these impacts, and predicting future 
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water availability by assessing groundwater recharge and discharge rates. Generating numerical 

groundwater models need various input data and boundary conditions related with geological models, water 

origin and quantitative groundwater recharge being some of the vital aspects 8.  

Geological models can provide the hydrogeological framework for numerical groundwater models by 

defining the geometry, boundary conditions and hydraulic properties of the subsurface aquifer system. They 

can also help to identify the groundwater flow paths and direction of water movement through the aquifer, 

which are important inputs for numerical groundwater models. These models are an essential part of the 

earth sciences, enabling geologists to understand and interpret the physical characteristics and properties of 

the subsurface. The creation of a geological model involves analyzing various data sets and combining them 

to create a three-dimensional representation of the subsurface. Such models are used in various applications, 

including resource exploration and development, environmental management, and risk assessment 9. In 

general, geological models can be described from implicit or explicit points of view. Implicit modeling 

includes data-driven methods that use datasets derived from measured features and algorithms. The main 

advantage of implicit modeling is its ability to generate models quickly and efficiently, even in areas where 

data is scarce or incomplete. On the other hand, explicit modeling mostly relies on expert opinion, 

experience, and interpretation, where the expert usually builds cross-sections, surfaces or volumes by 

interpolating the accessible data. Explicit modeling allows for more accurate and detailed representations 

of the subsurface but can be time-consuming and expensive, especially in areas where data is limited 10. 

Despite the advancements in implicit geological modeling tools, approaching 3D modeling and cross-

section generation by relying on geologists' experience is still an acceptable outcome in many scenarios, 

which is why it is still used in numerous ongoing projects in industry and the academic community alike. 

However, there is a need for more efficient and effective methods that can combine the advantages of both 

implicit and explicit modeling approaches 11–13. 

Water isotope models can help to identify the sources of the surface water and groundwater recharge, which 

can provide critical input data for numerical groundwater models. The stable water isotopes, 18O and 2H, 

provide information about different aspects of the hydrological cycle 14. They are commonly used in 

meteorological and hydrological studies to identify precipitation origin, study local effects in soil water 

balance studies, determine the relative contributions of water with different sources in a water body, 

describe the process of aquifer recharge and characterization, and investigate various aspects of runoff and 

stream flow generation 15,16. All of these features are essential for optimal and sustainable water resource 

management. 
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There are two main approaches for studying the global distribution of isotopic composition in precipitation: 

isotope-enabled atmospheric general circulation models (IGCMs) and regression statistics-based 

approaches 17. IGCMs are numerical models that consider various physical processes, including water 

isotopes, while regression statistics-based models are useful for identifying possible processes based on 

isotopic signatures 18. 

The statistical models have limitations, such as the lack of a standalone tool for determining input features 

and databases for developing a statistical isotopic model, scarce isotopic data, different types of isotopic 

samples, and neglecting underlying processes of water isotopic signature due to the use of simple linear 

models 17,19,20.  

Water balance models can simulate the interactions between surface water and groundwater, which are 

important for numerical groundwater models that need to account for recharge from diverse water sources. 

Groundwater recharge refers to the process by which precipitation and other water resources enter 

groundwater reservoirs, or aquifers 21. Recharge assessment also allows experts to determine the soil water 

balance in a specific area and take appropriate measures to ensure sustainable groundwater management. 

Water balance models can also simulate the rate of deficit, runoff and evapotranspiration, which is a vital 

input for estimating the water balance of an area and specifically the recharge into the aquifer 22. There are 

various methods and computer programs available to estimate soil water balance parameters, and the 

selection of the appropriate tool depends on the objectives of the study and data availability 23. However, 

many existing computer programs for recharge assessment have some limitations that have not been fully 

addressed. These limitations include not accepting spatial data, the use of a strict time window, the 

inflexibility of input data, not taking into account the complexity of urban infrastructure, limited options 

for water recharge calculation methods, not being open-source, the need for knowledge of scripting 

languages, limited outputs, not incorporating widely-used databases and limitations in incorporating recent 

advancements in computation power and machine learning algorithms 24–33. 

Overall, by combining these different modeling approaches, a more comprehensive and quantitative 

understanding of the of the groundwater resources can be developed which can be used to generate more 

accurate and reliable conceptual and numerical groundwater models. This, in turn, can be used to support 

sustainable groundwater management, evaluate the impacts of potential groundwater use scenarios, and 

support water resource planning and decision-making. 

The general objective of this thesis is to acquire reliable methods of water resource management by 

automatizing geological and hydrogeological calculations of processes. This is achieved by creating open-

source tools that would aid the user in the different stages of groundwater studies, having in mind the 
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structural algorithm design to ensure the future developments and to contribute to the reproducible research. 

This objective will ensure the numeral predictively of groundwater management. The specific goals can be 

detailed as follows: 

 Create a hybrid data-knowledge driven geological 3D modelling tool that aims to automate the 

process of creating geological cross-sections based on the complexity of the input data that aids the 

user in implicit geological modeling. The goal on this tool is to follow the same thinking steps as 

the geologist rather than focusing on the mathematical interpretation of the input data. 

 

 Build a tool for statistical-regression based isotopic modelling of water stable isotopes using 

extensive statistical analysis, decision-making procedures and modern estimation algorithms to 

maximize the automation of the process of creating the isotopic models. The goal is to offer the 

capability of operating with discontinuous inputs in time and space and the quantity of the input 

features. This tool has to create logs and reports that allows the user to investigate the underlying 

processes from the preprocessing to postprocessing stage while maintaining the ease of use for the 

user with diverse levels of experience. 

 

 Construct a tool for water balance modelling, considering spatial and temporal variations of data, 

focusing on diffused precipitation and recharge. The goal of this tool is to offer flexibility in terms 

of input data and modeling time interval while integrating different stages of the water balance 

assessment such as spatial data interpolation, evaporation, evapotranspiration and infiltration 

calculation, taking into account the soil characteristics and urban water cycle parameters and post-

processing. This tool has to be complemented by a graphic user interface that facilitates the usage 

of this tool in water management projects for the user with limited coding experience. 

 

1.3 THESIS OUTLINE 
This thesis includes five chapters: introduction (this chapter), three main chapters which correspond to the 

three specific objectives and numerical tools, and the main conclusions. The thesis is based on the scientific 

articles that are published or submitted to international journals. The references to the publications are 

included in the beginning of each chapter. Each of these chapters/publications contain their own 

introduction to the problem as well as the methodology employed. 

Chapter two is dedicated to Geopropy, a tool that facilitates geological modeling. It performs as an 

intelligent agent that simulates the steps taken by the geologist in the process of creating cross-sections, 
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coupled with data-driven decisions. It is an open-source Python-based library that generates consistent 3D 

geological cross-sections by hybrid implicit-explicit methods. The aim of Geopropy is to automate parts of 

the geologist's workflow to support the decision-making process, accompanied by data-driven decisions. In 

conclusion, Geopropy enables more efficient and effective decision-making, allowing for the creation of 

more accurate and detailed geological models. 

The main focus of the third chapter is on an open source, Python-based, multistage isotopic composition 

analysis and modelling library named as Isocompy. Its main objectives are to integrate the diverse steps of 

stable statistical isotope modelling, incorporating novel data management and machine learning regression 

methods, and exhibiting flexibility regarding to the available input data. In general, it is thought to be 

intuitive and user-friendly, and generates reports and figures in every step. Functionality of Isocompy is 

demonstrated using an application example involving the meteorological features and isotopic composition 

of precipitation in N Chile. 

Chapter four focuses on a tool for water balance modeling which is a key in groundwater management 

projects. WaterpyBal is an open-source modular python library that supports different stages of soil water 

balance assessment. The library incorporates the principles of hydrological/watershed modeling methods 

and offers flexibility in input data, time interval, and spatial-temporal properties. Moreover, it provides a 

collection of tools to facilitate different stages of the study. The library also includes a well-known database 

as the core dataset, with the ability to integrate a broad range of information that is supported by a wide 

series of programs. WaterpyBal can account for the complexities of urban infrastructure, which is essential 

for regional studies. The library also offers a wide range of water recharge calculation methods. The 

library's modular design allows for future developments and contributions to reproducible research, making 

it an essential tool for groundwater management and water management projects. 

WaterpyBal is accompanied by WaterpyBal Studio, a graphic user interface that allows users to use the 

library without the need for scripting knowledge. The functionality of the library is demonstrated with a 

synthetic example, highlighting the flexibility and effectiveness of the library. 

Chapter five summarizes the main conclusions of the thesis and the recommendations for future works 

In addition, there are eight appendices that summarize the following information: 

Appendices A to F: additional information on the second and fourth chapter. 

Appendix G: List of scientific and technical production. 

Appendix H: Cover of the scientific articles.



 

2 An automatic geological 3D cross-section generator: Geopropy, an 

open-source library 
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Hassanzadeh, A., Vázquez-Suñé, E., Corbella, M. & Criollo, R. An automatic geological 3D cross-

section generator: Geopropy, an open-source library. Environmental Modelling & Software 149, 

105309 (2022). DOI: 10.1016/j.envsoft.2022.105309. 
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2.1 INTRODUCTION 
Obtaining 3D subsurface geological models is of great importance in a wide variety of geoscience studies. 

These models represent superficial and underground geological structures and the distribution of geological 

units, and their purpose is to illustrate the existing underground conditions. Subsurface geological 

understanding and models are essential aspects of earth-related industrial projects and academic 

investigations, from mining and petroleum to hydrogeology and environmental studies 34–37. 

In general, geological models can be described from implicit or explicit points of view. Implicit modelling 

includes data-driven methods that use datasets derived from measured features and algorithms. Explicit 

modelling mostly relies on expert opinion, experience and interpretation, where the expert usually builds 

cross-sections, surfaces or volumes by interpolating the accessible data 10. 

To date, various works have presented and discussed the use of implicit methods, including cokriging-based 

modelling 38–41, volume-based modelling 42,43, kinematic modelling 44,45 and others 46,47. In addition, open-

source software such as Noddy/pynoddy 48,49 and GemPy 50,51 and commercial software such as GDM Suite 

52, MOVE 53, Vulcan 3D/EUREKA 54, Leapfrog 55 and Oasis Montaj 56 are powered by these methods. Most 

of these computer programs contain more than one method, and although they are known as implicit 

modelers, they benefit from explicit modelling in some stages of geological model evaluation. 

For explicit modelling, there are computer programs that support experts in generating cross-sections. Some 

examples of open-source software are HEROS 57 and HEROS 3D 58, the Midvatten QGIS plugin 59, Grass 

GIS 60, and Geomodelr 61. There are also commercial software programs that support explicit modelling, 

such as RockWare GIS 62, Surpac 63, Datamine 64, GeoScene3D 65, BGS Groundhog Desktop 66, and GSI3D 

67. One can also use other characteristics to categorize these programs: the amount or type of information 

used to build a model, the proportion of knowledge or data that drives the model, the level of automation, 

the focused scope, the computational performance or the degree of specialty needed to use them 68. 

Despite the advancements in implicit geological modelling tools, approaching 3D modelling and cross-

section generation by relying on geologists’ experience is an acceptable outcome in many scenarios, which 

is why it is still used in numerous ongoing projects in industry and the academic community alike. Despite 

the diversity of methods and computer programs available, we believe that there are some shortcomings 

that have not been fully addressed to date: 

(1) One common key aspect of generating geological models is database integration. Modifying 

databases from well-known formats to a specifically structured shape could be time consuming, 

specifically in complex projects with a considerable amount of data 57. 



9 

 

(2) Projects normally need various cross-sections, so generating them could be a time-consuming 

procedure. 

(3) In explicit modelling, the lack of geologist experience could result in outcomes that are far from 

the reality of the region 11. 

(4) There are many scenarios with more than one possible outcome. Freedom in the style and bias of 

each expert could play a role in determining the final cross-sections, which will result in nonunique 

solutions 12. 

Points three and four may result in inconsistent models, especially in projects where more than one geologist 

is working on cross-sections 13, which could potentially result in decreasing the feasibility of using the 

explicit models. 

(5) The lack of experience of the geologist with mathematical modelling methods, specifically in 

moderately complex scenarios, could make it challenging to follow the steps and interpret the cross-

sections. 

(6) Some advanced packages do not provide extensive information about the procedures and methods 

undertaken without purchasing a licence (e.g., Petrel 69, GeoModeller 70, Go-CAD 71). 

(7) The rapid development of artificial intelligence and machine learning libraries (e.g., TensorFlow 

(Abadi et al.), Scikit-learn 73, Pytorch 74, Pymc 75) suggests a potential for expandability in 

geological modelling software. However, some existing computer programs are limited in this 

matter (e.g., EarthVision 76, RockWorks, Strater 77), and the developments are mostly focused on 

reservoir properties 78–80 or environmental modelling 3,81–83. 

Developing open-source software programs based on widely used programming languages brings the 

possibility of i) understanding and replicating the undertaken procedures, ii) customizing the code for 

further analysis or different purposes in case of need and iii) dynamically improving the software by 

implementing the latest version of machine learning and decision-making methods that have already been 

developed by third parties 84. Moreover, using a standardized, known database could ease the process of 

introducing data to the software 85. More importantly, to the best of our knowledge, there is no algorithm 

that aims to reproduce the steps of creating a cross-section by the same approach used by a geologist, which 

we think is worth considering, trying and developing for research and industry. 

In this work, we address some of the shortcomings described above by developing Geopropy, an open-

source Python-based 86 library, to generate consistent 3D geological cross-sections by hybrid implicit-

explicit methods. Geopropy completely or partially automates the workflow of the geologist to support the 
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decision-making process, accompanied by data-driven decisions. The objectives of Geopropy are as 

follows: 

1.  It aims to identify the uncertainty caused by complex structures or a lack of data by detecting zones 

with more than one possible outcome and facilitating the decision-making process in these zones for the 

user. 

 

2.  The algorithm tries to act as an intelligent agent that emulates the decision-making steps of a geologist 

by following the geological complexity with three different degrees of freedom: 

 

a) If the algorithm detects that the available information results in a unique outcome, the cross-

sections will be generated automatically. 

b) If the algorithm determines that there is more than one possible outcome for the cross-section, it 

proceeds to the semiautomatic stage, in which it asks for decisions on how to complete the 

geological unit contacts. 

c) If new geospatial information or more complex decisions are needed to complete the cross-section, 

the algorithm enters the manual stage to complete the cross-section. 

Although fundamental uncertainties in geological and environmental models and various studies around 

them are of great importance 87–92, uncertainty is currently not reflected in Geopropy. 

In the next sections, we will describe the methods applied in this work, followed by the details of the 

Geopropy code and the database modifications. To evaluate the algorithm, we will demonstrate the 

application of the algorithm on three synthetic datasets and compare it with explicit methods. 

 

2.2 METHODS 

In this section, we will clarify geological unit contact types to unify the definitions for the machine and the 

geologist, and then we will explain the database that is used in Geopropy. We will discuss the extraction of 

the logical steps for cross-section generation based on the geologist’s decision-making steps. 

2.2.1 General definitions 

To translate the thinking of the geologist to a machine language, unified assumptions are essential. With 

that in mind, various geological structures are defined so that they are distinguishable by the geologist and 

Geopropy simultaneously: 
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i. A conformity (conformable contact) represents continual, uninterrupted deposition and accumulation 

of sedimentary rocks without a gap in the geologic record. 

ii. An unconformity (unconformable contact) is a type of stratigraphic contact between a specific 

sedimentary material in the top layer and other older units that are not chronologically correlative as 

the bottom layer. This contact may cut previous surfaces. Unconformity contacts include disconformity, 

nonconformity, angular unconformity and paraconformity contact types. Geopropy recognizes all 

unconformity contact types as the same group. 

iii. An intrusion is an intrusive body of rock that solidifies inside existing geological units. An intrusion 

has priority with respect to the units it intrudes into, since it forms after them. 

iv. Faults are defined as surfaces bounding any kind of geological unit that cuts any other previous unit, 

and they imply a relative movement between the two blocks at each side of the surface 93. 

Using these definitions, Geopropy determines the zones that contain complex structures such as reverse 

faults, folds and repetition of the same geological unit in a borehole. We name these regions “critical zones” 

and the respective points “critical points”. These critical zones could be the source of multiple cross-

sectional outcomes for a specific dataset. 

2.2.2 Database 

An increasing volume of data in earth science demands a database with the ability to integrate various types 

of information for further practice 94. To ensure a dynamic workflow and the replicability of the analysis, it 

is advised to manage the data collected in a standard database. In addition, flexibility in use with several 

tools and user-friendliness are other properties of an adequate database. We use the HYDOR data platform 

as the main Geopropy database to continue the developments made by Velasco (2013, Alcaraz (2016) and 

Criollo (2019). HYDOR was built as a personal geodatabase (ESRI) that can be used as a relational 

Microsoft Database, which facilitates data management with a user-friendly interface such as Microsoft 

Access software 98, the ArcGIS platform 99 or QGIS 100. HYDOR has been widely used and tested 94, its 

data tables are homogenized and it cross analyses different types of information such as geology, 

hydrogeology, and environmental information, which could improve the validation of conceptual models. 

In addition, there are tools such as HEROS, HEROS 3D, QUIMET 101, ArcArAz 96, Metrogeother 102, MJ-

Pumpit and HYYH 103 that have already been designed based on this database. The HYDOR design follows 

established guidelines such as OneGeology, 2013; OGC Standards, 2011; OGC WaterML 2.0, 2012; and 

INSPIRE, 2013. 
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2.2.3 Steps of drawing a cross-section 

To map out the automation of cross-section construction by following the same strategy a geologist would, 

we performed an exercise in which several geologists of diverse levels of expertise (4 university professors 

in the geological modelling field, 5 bachelor’s students of geology and 2 PhD candidates in the geoscience 

field) drew a cross-section based on the same dataset (refer to section 2.4.1) so that they could describe 

their thinking steps and considerations while performing a geological interpretation. In general, they 

proceeded with the following steps: 1) Identification of the geological units present in the area and their 

relative ages and interpretation of the types of contacts that separate the units in the boreholes. 2) 

Consideration of the outcroppings and ground surface data and flagging the critical points that can affect 

the layer contacts. 3) Focusing on complex structured zones such as folds and reverse faults, keeping in 

mind the geological maps, relative age of the layers and critical ground surface points. At this stage, the 

geologist may have one or more possible outcomes to complete the contacts, respecting all boundary 

conditions. The contacts will be determined by considering all the information, the experience of the 

geologist and personal preference. Then, the geologist completes the cross-section by depicting relatively 

simple unit contacts. 

There are some simple and logical assumptions extracted from the steps that a geologist considers in 

constructing the cross-section: 

 If one contact of two specific geological units (for example, the a/b contact in boreholes 1 and 2) exists 

in two consecutive boreholes, the boundary between the two geological units (orange and black lines) 

must be defined by either a straight or a curved line. 

 In the case of the intersection of two geological contacts, following Hutton’s cross-cutting relation 

principle 108, the younger contact has priority over the older contact since it is derived from a newer 

geological event (Fig. 1, blue dot). 

 If there is no unit contact information that forces the position of the contact, the geologist obtains the 

apparent dip angle and tries to complete the contact using it or tries to continue the unit contact with the 

same angle (if this contact unit already exists in the previous boreholes). It is possible that using these 

two options will result in an inconsistent unit contact that cannot be verified by other available 

information or angular data that are not available. The dashed red line and dashed brown line in Fig. 1 

are examples of drawing a line by using the apparent dip angle and by using the same angle as the yellow 

solid line, respectively, and none of them can be validated by existing geological units. In this case, the 

personal preference of the geologist plays an important role in determining the unit contact. The 

geologist could connect it to the younger contact at any point in the form of a curved or a straight line. 

The blue line in Fig. 1 shows an example of a contact that could be validated by existing information. 
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Figure 1 Geological units from oldest to youngest: c, b, a. Higher and lower priority numbers 

indicate younger and older unit contacts, respectively. The angles of the lines between the violet 

points are derived from the available geological unit data. The orange line shows a simple 

conformable contact, and the black lines show an unconformable contact. The dashed lines 

indicate inconsistent results. The dashed red line is derived from the apparent dip angle, and the 

dashed brown line is the result of continuing the orange line at the same angle. The blue dot 

illustrates a point that is chosen by the geologist based on personal preferences, which results 

in a consistent contact unit. 

In the next sections, we will discuss the different aspects of the Geopropy code structure, followed by an 

application of the algorithm on three synthetic datasets to evaluate the functionality of the code by 

comparing it to the explicit cross-sections drawn by the geologist. 

 

2.3 THE GEOPROPY CODE 

The program is a hybrid implicit-explicit type, as it is designed to proceed automatically whenever possible, 

that is, whenever there is only one possible solution with the data available. However, it switches to a 

manual mode or asks for help from a geologist when there is more than one outcome. In this section, we 

will describe the architecture of Geopropy, followed by explaining the modifications of the HYDOR 

database and required input data. We will discuss the workflow of the algorithm in cross-sections containing 

simple and complex geological structures with an example, and we will show the available outputs and 

visualization options. 
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2.3.1 Geopropy architecture 

As an intelligent agent that tries to simulate the same stages as a skilled geologist, Geopropy is programmed 

to proceed as follows: 

First, it extracts the geological units’ contact points. Then, it examines the ground surface points and 

outcroppings to generate the ground surface contacts and to determine critical ground surface points. 

Afterwards, it analyses the contact points to detect repetitions of units in the same borehole, polarities, 

faults, the possibility of existing folds and the locations of faults and marks the critical zones. Then, for 

each critical zone, the algorithm proceeds to the automatic stage if there is just one possible solution. If 

there is more than one potential outcome, the algorithm asks the user in two substages to identify the 

desirable scenario in the critical zone, primarily by asking the user to choose the preferable solution between 

the existing options. If this information does not result in a unique outcome, the algorithm proceeds to the 

manual stage, where the user has to introduce more information. The workflow of the critical zones will be 

explained in the next sections in detail. 

After analysing and determining the state of the contacts in the critical zones and accounting for the 

temporal sequence of geological events, the rest of the unit contacts will be completed based on the 

mentioned guidelines. It should be noted that it is possible to modify the cross-section in a postprocessing 

stage with any software that is compatible with 3D shape files. 

2.3.2 Geological input data and HYDOR database modifications 

The geological dataset in HYDOR includes information related to borehole properties, samples, lithology 

and definitions of geological units and subunits. Geopropy uses lithological and borehole data. The 

lithology data table contains the borehole sample depth and geological units, whereas the borehole data 

table contains information about the locations of the boreholes (Fig. 2). 

One of the requirements of processing the geological data similarly to using the criteria of a geologist is to 

have the same level of information available to the user in the decision-making procedure. Therefore, 

chronological data, fault data and ground surface data tables are added to the geological section of HYDOR 

to fulfill this need (Fig. 2, green tables). 
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Figure 2 Geological section of the HYDOR database. The orange tables are the original ones in the 

database. For more information, refer to 97. The green tables are the new additions used as input data 

for Geopropy. 

Chronological, fault and ground surface data 

The chronological data table is designed to contain information regarding the priority of geological event 

occurrence (Table 1). Based on the type of geological contact, data must be introduced taking into account 

the concepts explained in section 2.2.1. The information in this table can follow four scenarios: i) If the 

contact is a conformity, the top and bottom units are known and must be introduced in the top_layer and 

bottom_layer fields. ii) For an unconformity, the top layer is known, but the bottom layer/s could be 

dissimilar units. Thus, information about the bottom unit does not need to be added. iii) In the case of faults, 

apart from the priority, no information about the top or bottom unit is needed. Additional information about 

faults is located in the fault data table. iv) In the case of intrusions, the top layer field has to be filled by the 

intruding unit, and the bottom layer field does not need any information. 

A priority number is defined to determine the chronological sequence of the geological contacts: a 

priority_number of one indicates the oldest contact, and the highest prority_number is the youngest. The 

Angle field is optional information that determines the apparent dip of the contact with 180-degree 

variation. Table 1 illustrates the various examples of contact types in the chronological data table. Note that 

chronological data can be extracted from geological maps or other regional studies tuned by user 

experience. 
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Table 1 Example of a chronological data table. The unit contact types can be conformity, unconformity, 

intrusion or fault. 

priority_number bottom_layer top_layer type preferred_angle 

1 a b Conformity  

2   d Intrusion  

3   Fault  

4  n Unconformity 45 

 

The fault data table (Table 2) must include the priority_number that is already assigned in the chronological 

data table and the borehole ID and the elevation of the fault inside the borehole in the Borehole_ID and 

Elevation fields, respectively. It is also optional to add an apparent fault dip in case of availability. 

 

Table 2 Example of a Fault_data table. The Borehole_ID field must be selected from a drop-down list derived 

from the borehole data table. 

priority_number borehole_id elevation preferred_angle type 
5 119 20 45 fault 

 

The ground surface data table (Table 3) consists of two groups of points: the points with only geospatial 

information (Table 3, grey row) and the outcroppings or unit contacts that are extracted from geological 

maps or field surveys. In the latter, the priority number of the unit contact point must be identified. 

Fields X, Y and Z define the geospatial information of the sample. Polarity is an optional field that can be 

Normal or Reverse. Reverse polarity occurs when the unit contact defined in priority_number is observed 

but the sequence of the unit is reversed. angle is an optional field to add the apparent dip of the unit contact. 

 

Table 3 Example of a ground surface data table. The grey row indicates a ground surface point with only geospatial 

information available. The first two rows show outcroppings with defined unit contacts. 

x y z priority_number type polarity angle 

159 159 0 2 Topography normal  

165 165 0 3 Topography normal 0 

260 260 0  Topography   
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2.3.3 Geopropy workflow 

The programming language used for the code presented is Python. Geopropy can be executed on Windows 

and Linux OS-based computers. The code will interact with databases in personal spatial geodatabase 

(ESRI) format. 

The first step of running Geopropy is to complete the specific HYDOR database, as mentioned in section 

2.3.2. Once the main function is executed, Geopropy reads the input information, extracting the 

outcroppings, ground surface, lithological unit contacts and chronological information. Then, the tool 

identifies 2D planes between every two consecutive boreholes and defines the boundary conditions 

respecting the arguments chosen by the user. Fig. 3 shows the simplified schematic decision-making 

algorithm of Geopropy. 

Next, accounting for the relative age of the unit contacts, Geopropy identifies the zones defined as critical 

(with more than one possible scenario) in the ground surface and subsurface to complete the geological unit 

contact lines. The state of the critical zones determines the complexity of the process. The yellow box in 

Fig. 3 shows the procedure for each critical zone. If there is no identified critical zone, Geopropy passes 

directly to the automatic stage. 

If there are critical zones, Geopropy first processes each zone in the semiautomatic stage. Some information 

will be shown to the user: contact unit info, critical zone boundaries, faults that are related to the unit 

contacts or exist within the critical zone, the point table that contains the specific point IDs for each critical 

point and the instruction to choose between points or to proceed to the manual stage. In the semiautomatic 

stage, the user can choose the sequence of points in the critical zone that have to be connected in the form 

of a Python list. If the contact in the critical zone has more than one connected piece, each piece can be 

separated by determining the ‘SEPARATE’ keyword in the list. (See example C.1 in the Appendices.) The 

semiautomatic stage is accompanied by a visual representation of the completed parts of the cross-section 

and the new information (see example A.4 in the Appendices). This semiautomatic stage does not require 

any new additional input. The new information added in this stage by the user is a decision. If the new 

decision does not result in a unique outcome for that zone, or if the user wants to determine the points 

related to the unit contacts manually, the zone will be passed to the third (manual) stage (C.2 in the 

Appendices). Here, Geopropy can accept more geospatial information with the purpose of either singling 

out the outcome or accounting for specific manual considerations such as adding a contact point in a space 

between boreholes that is not based on the data in the database. Different options are available in the third 

stage: 1) connect existing points using the point IDs; 2) define new contact points and connect them to other 

new points or an existing point; 3) connect points in the same borehole from the left or right sides (which 

is normally useful if there is a change in the polarity of the unit in a borehole due to folds, for example); 
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and 4) skip making a decision for some points and let the algorithm complete the critical zone automatically. 

The new information added in the manual stage by the user can be geospatial information, a group of 

decisions and/or a determination that the algorithm has to complete the third stage by itself. 

Finally, Geopropy completes the cross-section respecting all the geological units. To evaluate the contacts, 

the resulting geological areas in the cross-section will be compared to the raw data to determine whether 

all the raw data points are correctly situated in their respective zones or whether there are areas containing 

more than one geological unit. Moreover, if there is an area in which the geological unit is not identified by 

Geopropy, it will be flagged for further analysis by the user. At this point, a 3D visualization of the 

preliminary result will be displayed. An example of this visualization can be found in section A.1 in the 

Appendices. 

 

Figure 3 Simplified schematic Geopropy decision-making algorithm. CZ: Critical Zone. CS: Cross-section. 

 

Some stages of the algorithm are described by a simple synthetic cross-section. Fig. 4 demonstrates the 

steps that Geopropy follows to generate it and the results. This cross-section contains conformable 

geological unit contacts, an unconformity contact and a normal fault, as shown in the coloured bars in Fig. 

4.1. Tables B.1 to B.4 in the Appendices show the input data. This database is designed to visualize the 

simple decision-making process of Geopropy with a limited number of geological layers and boreholes. 

After preprocessing the input data, the algorithm extracts the unit contact points (coloured dots in Figs. 4.2 

and 4.3) based on the chronological data table (table B.3 in the Appendices). Then, it calculates the 3D 

properties of the cross-section, defines the boundary conditions and processes the ground surface data. The 
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side boundaries of the cross-section are the first- and last-introduced boreholes. The top boundary is defined 

based on the borehole and ground surface data. The preliminary bottom boundary is defined by a specific 

ratio of the maximum depth of the deepest borehole. The dark blue and violet rectangles in Fig. 4.2 show 

the top and preliminary bottom boundary points, respectively. Note that after creating all unit contacts, the 

bottom boundary will be modified by finding the maximum depth of the critical points and units between 

each pair of consecutive boreholes and reducing the area of the units at the bottom to decrease the areas 

without available information. The difference between the preliminary and final bottom boundaries is 

shown by the violet line in Fig. 4.3 and the cross-sectional bottom boundary line in Fig. 4. This cross-

section does not contain any critical zones, so the algorithm directly passes to completing the cross-section 

automatically. Fig. 4.3 shows how Geopropy completes the cross-section in 2 steps: first, determining the 

unit contacts that have to be connected because they have just one other equal contact point on each side 

(green lines); then, determining the yellow contact lines, which the algorithm decides how to generate based 

on the relative age of the layers, orientation data and other information introduced in the database. After 

the completion of the cross-section, each geological body is determined in the form of a polygon or 

multipart polygons. Each colour and polygon name determines a specific geological material. The resulting 

geological bodies (polygons) are validated by comparing the polygons with the input geological unit data 

that are inside the polygon. If the resulting geological bodies cannot be validated by the input data, they 

will be flagged so that the user can analyse them in postprocessing. Finally, the outputs will be generated 

as shown in Fig. 4.4. 

Although the top view of the boreholes does not have to be on a straight line, the general orientation of the 

boreholes has to follow a line in such a way that the same apparent dip angle for a contact through the whole 

cross-section results in negligible error. This is because for each unit contact, the apparent dip angle does 

not change between borehole locations since Geopropy draws a line between the holes. 

Based on the needs, the user is able to ask for desired output shape files. The available options are unit 

contact lines, 3D vertical polygons for each geological unit, a 2D projection of the 3D cross-section and a 

curved version of the unit contact lines. 
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Figure 4 Geopropy algorithm steps used to generate a synthetic cross-section (CS). Red dots: fault points. Orange 

dots: conformable contacts. Two coloured dots: unconformable contacts. 1: Borehole input data 2: Contact point 

determination and critical zone (CZ) analysis. * and ** show examples of the dark blue and violet rectangles that are 

used to determine the top and bottom preliminary boundaries, respectively. 3: Automatic contact line generation. 

Geopropy first generates green and then brown unit contacts. 4: Cross-section finalization. Polygons of the same 

colour identify a specific geological material. 

To facilitate Geopropy usage, one main method (function, in the Python language) is designed to run the 

tool. The main method is executed with just two mandatory parameters: the input HYDOR database 

directory (which stores the geological information) and the desired borehole IDs. The other variables are 

optional: i) precision-related adjustments; ii) user preferences; and iii) visualization preferences. The 

developer mode allows the user a more powerful error handling option. Refer to section 2.6.1 for access to 

the library help for information about the method arguments. 
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2.3.4 Output and visualization 

For each critical zone in the semiautomatic stage, there is a 3D visual guide to illustrate the information 

graphically. Geopropy shows the final cross-section in a 3D environment. These two sets of graphs are 

based on the Matplotlib Python library 109. Refer to Appendix A for some examples. 

Various visualization options are available on demand. For each cross-section, in addition to 3D shape files 

containing interpreted geological units, it is possible to generate 2D projections of the cross-section. This 

is beneficial for illustration purposes, especially in the absence of a computer program that can visualize 

3D shape files. Each visualization option generates a database that contains geological unit polygons as 

shape files, unit contacts as polylines and key coordinates as points. Depending on the visualization 

platform in use, it is also possible to modify the graphical details, such as the colour, boundaries and line 

type. Additionally, there is a built-in option to smooth the geological unit contacts using curved lines on 

demand. This option is designed for use in 2D and is only an aesthetic tool. Smoothed cross-sections are 

not recommended since they result in decreased model accuracy, which could cause potential difficulties 

in the subsequent processing stages, such as fence diagrams and 3D volumes. The results can be displayed 

in any computer program that supports 3D shape files, such as ArcGIS or QGIS. Although there are certain 

shortcomings in 3D data processing and visualization (“Editing polygons in 3D—ArcMap | 

Documentation”), we used the Arcpy Python library to configure and optimize the output shape files. 

 

2.4 APPLICATION TO SYNTHETIC DATASETS 

Three different synthetic datasets with varied properties are designed in 2D for better visualization. Each 

dataset was input to Geopropy and given to a geologist to generate the cross-section. The geologist used 

HEROS to visualize and create the cross-sections. The first dataset is described in section 2.3.3 to 

demonstrate the functionality of the algorithm. In this database, there are geological units that do not exist 

in all boreholes, so they have to terminate according to the guidelines and assumptions. The second 

synthetic dataset contains conformities, unconformities, normal faults and an intrusion. The third dataset 

contains an intrusion, a reverse fault in conformable contacts and another reverse fault that crosses through 

a fold. This dataset focuses on testing the semiautomatic and manual stages of Geopropy when there is 

more than one possible correct explanation for the same dataset in each zone, whether it is an intrusion zone 

or fold-fault zone. 
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2.4.1 Synthetic database 1 

Dataset overview and input 

The database directory and borehole IDs that are mandatory arguments to execute Geopropy correspond to 

Tables B.1 to B.4 in the Appendices, which describe the geological specifications of the example. It is 

assumed that the only available data in this example correspond to boreholes, that is, there are no ground 

surface data available. 

 

Results and comparison 

Fig. 5 shows the cross-sections completed by a geologist and Geopropy. For the most part, the two cross-

sections are similar, although there are some differences: 

1) Units e and d have different forms. The termination of a unit contact in the absence of information can 

be done in various ways. In this case, the geologist chooses a smoother line, whereas Geopropy draws a 

straight line into the middle of two boreholes. 

2) Similarly, the intersection of units a, b and c (red boxes in Fig. 5) is slightly different and again is not 

smoothed by Geopropy. 

3) Layer f, which appears only on the boreholes on the left side of the fault, is not continued by Geopropy 

on the footwall since there is no information in the database to verify that this layer continues on the right 

side of the fault, whereas it is drawn there by the geologist (Fig. 5.1). 

4) Regarding the depth of the cross-sections, Geopropy has diverse ways of interpreting the deepest 

boundary of the cross-sections. Refer to section 2.6.1 for access to the Geopropy documentation. 

The first two differences can be considered as simply dissimilarities in styles. 
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Figure 5 First synthetic example. The colours and letters correspond to geological units. The example contains a 

normal fault. 1: The raw data are illustrated in the coloured columns, and the cross-section was completed by the 

geologist. 2: Cross-section generated by Geopropy with raw data projected. 

 

2.4.2 Synthetic database 2 

Dataset overview and input 

This dataset is inspired by Earth Science student exercises. It includes conformable and unconformable 

contacts, with older faults and an intrusion of relatively complicated geometry. The coloured bars in Fig. 

6.1 illustrate the raw borehole data. Tables B.5 to B.8 in the Appendices show the data used for this example. 

 

Results and comparison 

The cross-sections generated by the geologist and Geopropy are compared in Fig. 6. Similar to the first 

example, the general geometry of the two cross-sections is very similar. The intrusion (unit a, in yellow in 

Fig. 6) contacts are smoother in the geologist’s cross-section than in Geopropy’s cross-section. In addition, 

in the two contact zones between the intrusion and unit n (coloured dark blue in Fig. 6), the geologist 

softened it to draw a zone contact, in contrast to the singular contact points in Geopropy. This is the major 

difference between the two, and it could also be considered a personal, style-related decision. 
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Figure 6 Second synthetic example. The colours and letters correspond to geological units. This includes a normal 

fault and an intrusion. 1: The raw data are illustrated in the coloured columns and the cross-section completed by the 

geologist. 2: Cross-section generated by Geopropy. 

 

2.4.3 Synthetic database 3 

Dataset overview and input 

The goal of this example is to challenge Geopropy with scenarios with critical zones that can lead to several 

possible outcomes. Fig. 7 illustrates borehole and ground surface data, which in turn contain two sets of 

ground surface information. At some points, only the altitude is available (black points), whereas at others, 

there is information about the unit contact (Fig. 7, zone i, coloured points). Each point indicates a unit 

contact, and each colour indicates the unit that has been observed. 

Zone ii includes a reverse fault that causes repetition of units a, b and c in all boreholes of the zone. Zone 

iii is a region with complex geometry that could be interpreted in different ways. There must be folds and 

a reverse fault (Figs. 8.1 and 8.2). Zone iv illustrates an intrusion that can have more than one possible 

geometry. Refer to section 2.6.2 for the details of how to reproduce the example. 
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Figure 7 Raw data of the third synthetic example. The circles show the available surface data. The coloured circles 

show information about the geological units. The zone contains 2 reverse faults (zones ii and iii), an intrusion and a 

fold. 

Geopropy detects that the dataset does not result in a unique outcome immediately after introducing the 

dataset directory and the borehole IDs. Thus, it starts an interaction with the user asking for complementary 

information. This interaction is discussed below. Tables B.9 to B.13 in the Appendices show the tables in 

the dataset. List 1 shows how to execute the function. 

 

List 1 Executing synthetic dataset 3 using the GEOPROPY library. Note that the 

default arguments of the cross_section method are used. For more information, refer to 

section 2.6.1. 

 

Results and comparison 

The interpretations of zone i by the geologist and Geopropy are fairly similar (Fig. 9). The Geopropy 

contacts are more angular, whereas the geologist’s contacts are more rounded or smoothed, as in the 

previous examples. In zone ii (Fig. 7), where units a, b and c are repeated in the boreholes, the existence of 

 

1. #Import GEOPROPY library 
2. import geopropy as gpp 
3. #Execute main function 
4. lit_table="Borehole_subunits" 
5. bore_ids=[111,112,113,114,115,116,117,118,119] 
6. database_dir="database directory" 
7. gpp.cross_section(database_dir, bore_ids, lit_table) 
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the reverse fault shapes the geometry of the zone. Therefore, although Geopropy identifies this region as a 

critical zone, it does not ask for more information since the outcome is unique (Fig. 9). 

 

 

Figure 8 1 and 2: Two possible interpretations of zone iii drawn by the geologist. 3 and 4: Two possible interpretations 

of zone iv drawn by the geologist. 5: Zone iv: Geopropy results in the manual stage by the choice of the user, taking 

into account the same assumptions as 3. The orange dots were added manually by the user. 6 and 7: Geopropy 

interpretation of zone iv, completed in the semiautomatic (guided) stage. 

The results obtained in critical zone iii (Fig. 7) contain repetitions of the geological units, but the unit 

contacts can be interpreted in more than one way. In addition, there is a reverse fault crossing this critical 

region. Figs. 8.1 and 8.2 show two of the possible outcomes, which were drawn by the geologist. To reach 

a unique solution in this critical zone, Geopropy proceeds to the semiautomatic stage, where the user has 

to choose one of the possible scenarios based on preference or experience (listing C.2 in the Appendices ). 

Fig. A.4 in the Appendices shows the visual 3D helper of Geopropy used to facilitate the procedure. Since 

the information provided by the user in the semiautomatic stage results in a unique solution in the critical 

zone, Geopropy verifies the uniqueness of the critical zone and does not enter the manual stage. Fig. 8.1 

shows the geometry of the units generated by the geologist in critical zone iii, which is also introduced to 

Geopropy. The comparison between Figs. 9.1 and 9.2 in zone iii illustrates the difference between them, 

which is the lack of smoothness, especially for the contact points between unit b and the fault and respecting 

the thickness of unit b in the geologist’s interpretation. 
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The intrusion in critical zone iv could be interpreted in various forms (Figs. 8.3 and 8.4), according to the 

geologist. Geopropy detects the nonuniqueness of the zone and proceeds to the semiautomatic stage to ask 

for more information from the user, which could lead to different cross-sectional outcomes based on 

different choices of the user, as shown in Figs. 8.5, 8.6 and 8.7. Figs. 8.6 and 8.7 are generated in the 

semiautomatic stage, whereas Fig. 8.5 is generated in the manual stage. In addition, it is possible to 

introduce new sample points to the zone using spatial data, depending on the user needs and available data. 

Listing C.3 in the Appendices shows the Geopropy user interaction in the semiautomatic and manual stages. 

 

Figure 9 Results of the third synthetic example. The colours and letters correspond to geological units. 1: Raw data 

illustrated in the coloured columns and the cross-section completed by the geologist. 2: Cross-section generated by 

Geopropy with the same settings as 1. Zone iii is completed in the semiautomatic (guided) stage, and zone iv is 

completed in the manual stage based on the choices of the user. The orange dots are added manually by the user. 

There are some differences between the interpretations of the geologist (Fig. 9.1) and Geopropy (Fig. 9.2). 

Smoothness is the first difference, especially around folds and intrusions. The unit contact angles also differ. 

In the absence of angular data, the geologist relies on experience and personal style, whereas Geopropy 

calculates the apparent dip in the unit contacts based on the contact lines across the whole cross-section to 
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preserve the orientation behaviour of the unit. It must be mentioned that identifying the available options 

and being able to apply additional information offers freedom to the user to obtain results that fit 

expectations. Figs. A.3 and A.5 in the Appendices illustrate two other possible outcomes created by the 

geologist and Geopropy, respectively. 

 

2.5 DISCUSSION AND CONCLUSION 
Geopropy is an open-source Python library that performs as an intelligent agent to create 3D geological 

cross-sections based on a knowledge- and data-driven approach. As seen in the three presented examples 

(Figs. 5, 6 and 9), Geopropy’s cross-sections preserve the overall characteristics of a real geologist’s cross-

sections, although small differences, mostly in the smoothness of contacts, can be observed. The application 

of Geopropy to synthetic profiles validates the functionality and the decision-making procedure, making it 

a useful support tool for geologists. 

The use of Geopropy outputs in a GIS platform may aid users in modifying and customizing the results 

with the capabilities available on each GIS platform. For instance, using a GIS, fence diagrams or geological 

volumes can be easily generated, which can be used later in numerical modelling software. 

Nevertheless, Geopropy has some limitations. First, it is highly sensitive to the data. Geopropy always 

respects the input data, whereas in some scenarios, a geologist may decide that an observation is not reliable 

or not compatible with the properties of the region and may ignore or modify the data. In Geopropy, this 

step has to be carried out by the user. Second, although Geopropy is an open-source library, it is not 

completely free to use since it depends partially on the Arcpy library to generate the shape files. This means 

that to execute Geopropy, the user needs to have access to an ArcGIS licence. The reason that other freely 

available libraries were not used to create shape files is that there was no free and open-source library that 

could reliably support 3D shape file generation. Even with the shortcomings of the Arcpy library, we 

considered it the most suitable library for Geopropy. In addition, there is a vast range of tools developed 

and available in ArcGIS that could be coupled with Geopropy or used in the postprocessing of the results. 

Third, in the case of high variation of the angles among the vertical planes between each consecutive 

borehole pair in a cross-section, the assumption of the same apparent dip angles for one contact along the 

whole cross-section in 3D could result in considerable errors. Fourth, Geopropy does not necessarily 

preserve the thickness of the geological units. It is assumed that by preserving the unit contacts and the unit 

angles, the output unit thickness will be accurate, but thickness is not considered an ascertainable factor in 

generating the cross-sections. 
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Developing Geopropy in a widely used programming language and making the source code available create 

the possibility for further development of the library and coupling the program with other existing decision-

making tools. In addition, the use of a standard and well-known database, with various tools depending on 

it, facilitates the integration of different aspects of the study and saves the time needed to prepare databases 

for each tool. Moreover, by following specific guidelines that are derived from the thought process of a 

geologist, i) the process of generating the cross-section and the results can be easily interpreted since the 

algorithm acts similarly to the user’s thinking steps; ii) the code controls inconsistencies related to personal 

style and bias, which are important in studies that involve more than one person or that continue for a long 

period; and iii) the code can help inexperienced users avoid the unrealistic results that could occur when 

complicated mathematical modelling techniques are used. 

 

Geopropy is easy to implement, and keeping in mind that creating large numbers of cross-sections is time 

consuming, it could be used to speed up the process of creating geological cross-sections. Overall, this tool 

could be of great help when geological modelling must be done explicitly, as it can avoid inconsistent 

decision making. In addition to the time benefits and avoidance of inconsistencies, another valuable asset 

of Geopropy is that it detects zones with several possible outcomes in a cross-section. This could potentially 

help users analyse different plausible geological scenarios based on the available data. This also holds in 

the absence of orientation data, which brings flexibility to the tool at the cost of precision. Geopropy does 

not replace implicit models, but it would help in generating cross-sections explicitly as an intelligent agent. 

2.6 SOFTWARE AND DATA AVAILABILITY 

2.6.1 GEOPROPY library information: 
Available to download freely in https://github.com/IDAEA-EVS/Geopropy Under AGPL-3.0 License. 

Year first available: 2021 

Dependencies: Arcpy (ArcGIS 10.5 or higher), Matplotlib, pypyodbc 

Programming language: Python 

Developed by Ashkan Hassanzadeh. 

Contact information: ashkan.hassanzadeh@csic.es 

Refer to https://github.com/IDAEA-EVS/Geopropy/wiki for additional information about the installation, 

default values of the arguments, the explanation and the usage.  

 

https://github.com/IDAEA-EVS/Geopropy
mailto:ashkan.hassanzadeh@csic.es
https://github.com/IDAEA-EVS/Geopropy/wiki
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2.6.2 Synthetic examples  
Databases of 3 synthetic examples in this article are available free of charge in .mdb format alongside the 

Jupyter notebook in https://github.com/IDAEA-EVS/Geopropy 

  

https://github.com/IDAEA-EVS/Geopropy
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3 An open source Python library for environmental isotopic 

modelling 
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3.1 INTRODUCTION 
Water isotopic composition is of paramount importance for decision making in many fields of study, 

including environmental resource management 111. The stable water isotopes 18O and 2H are indicators of 

diverse aspects of the hydrological cycle. 18O and 2H measurements in precipitation are utilized in 

different meteorological and hydrological studies to identify the origin of precipitation, recognize local 

effects in water cycle studies, define the relative shares of water with different origins in a water body, 

describe aquifer recharging and characterization process and investigate various aspects of runoff and 

stream flow generation. All these features are essential for the optimal and sustainable management of water 

resources 112,113. 

The isotopic composition of rainwater is influenced by different physical variables and processes: 

temperature; pressure; humidity during condensation (to generate precipitation) 114,115; mixtures of air 

masses with distinct origins 116; the isotopic composition of the seawater from which air moisture condenses 

117; in-cloud microphysical processes 118–122; the moisture conditions below clouds and the partial 

evaporation of precipitation along the path between clouds and the ground 123–125; and the mixture of 

recycled precipitation from evapotranspiration over continents 126–128. Therefore, detailed isotopic signature 

studies are used to discern these effects in any study area. 

A linear relationship called the global meteoric water line (GMWL) is present between the 18O and 2H of 

meteoric water at the global scale, and this relationship is defined as 18O =8*2H +10 124. The characteristic 

isotopic signature of meteoric water in a particular region is caused by the various temperatures, relative 

humidity values, amounts of precipitation, latitudes and landmass proximities. The water molecules 

components (O, H) undergo isotope fractionation during phase transitions and the ratios of heavy versus 

light isotopes acts as a traceable feature of the physical processes 129–133. 

Two common approaches are available for studying the global distribution of the isotopic composition of 

precipitation: isotope-enabled atmospheric general circulation models (IGCMs) and regression statistics-

based approaches 17. IGCMs are numerical models that improve our understanding and reveal valuable 

information of the atmosphere by considering different physical processes (diffusion, advection, 

convection, etc.), including the physics of water isotopes (e.g., isotope fractionation, evaporation, 

condensation, among others) 134. Computational power and numerical modelling advancements in recent 

decades have played an important role in the development of IGCMs, as they have resulted in a variety of 

models at different regional scales with diverse levels of complexity, such as CAM5 135–137, ECHAM5 138,139, 

MIROC 140 and LMDZ4 141. IGCMs are usually complex, time consuming and computationally demanding 

simulations. On the other hand, regression statistics-based models are generally useful in identifying the 

possible processes suffered by water samples based on their isotopic signature. Statistical models are simple 



33 

 

to apply and are more intuitive to interpret. Consequently, they are used as stand-alone or complementary 

– preliminary tools for interpreting IGCM models and evaluating their results 134. 

Statistical models exhibit some shortcomings that can limit their usage or lower their precision. First, in 

contrast with IGCMs, there is no specific standalone tool that allows the user to determine the input features 

and databases for developing a statistical isotopic model. Second, some study areas possess scarce isotopic 

data or different types of isotopic samples (individual rain events versus accumulated events) and/or contain 

meteorological measurements with diverse spatiotemporal resolutions. This may limit the usage of the 

available variables that can affect statistical isotopic models 17,19. Third, most statistical regression studies 

are based on simple linear models, which can neglect some of the underlying processes of the water isotopic 

signature by not exploring the more complex relationship between the variables. The use of both standard 

and novel mathematical approaches can explore these possibilities and could potentially result in 

discovering unforeseen aspects 142. Fourth, the use of statistical analyses can be time- and effort-consuming, 

depending on the type and number of models needed or the output desired (meteoric water lines, estimation 

graphs, detailed maps, etc.). Automatically creating an extensive output could prevent systematic errors 

without compromising the possibility to carefully examine the significance and relevance of the inputs and 

results by the user, if it is accompanied by the informative reports of each underlying processes. 

To address these shortcomings, we present Isocompy, an open source, Python-based, multistage isotopic 

composition analysis and modelling library. The main objectives of Isocompy are (i) to introduce an open 

source framework that integrates the diverse steps of stable statistical isotope modelling in a dedicated 

library; (ii) to incorporate novel data management, statistical analysis and machine learning regression 

methods accompanied by decision-making algorithms; (iii) to exhibit flexibility regarding the available 

input data and function with measurements that are scarce and discontinuous in time and heterogeneous in 

space.; (iv) to be intuitive and user friendly, which speeds up the process of forming an isotope model; and 

(v) to generate reports and figures in every step if needed so that the user can understand the ongoing 

procedure. 

In the following sections, we describe the methods used (section 3.2) and the different aspects of Isocompy 

(section 3.3), and we demonstrate its functionality by applying it to an example involving Salar de Atacama 

(Chile) (section 3.4). 

3.2 METHODS 
To create the Isocompy algorithm, bibliographical research is performed to define the innovative 

capabilities that would be needed for isotopic modelling. The workflow of the program is then chosen 

accordingly. In this section, we discuss the necessity of the capabilities that are included in Isocompy and 
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the methodology used in the proposed workflow to form the isotopic precipitation composition models with 

respect to the aforementioned objectives. 

Various input parameters can affect the isotopic composition of rainwater. Meteorological (precipitation, 

relative humidity, temperature, etc.) and geospatial parameters are two groups of input data that are widely 

used in isotopic modelling 143–149. However, other information may be needed, such as sea surface 

temperatures, atmospheric pressures, outgoing longwave radiation (OLR) values 120,150–153, features derived 

from air mass trajectories 154,155 or features resulting from reanalysis (such as wind components, dewpoint 

temperatures, and evaporation values). 156. Therefore, the workflow must allow the user to choose the nature 

of the input features. Moreover, in cases where the database contains unwanted data for the ongoing study, 

it can be modified easily. 

Furthermore, some industrial and scientific projects are carried out in regions with limited or discontinuous 

spatiotemporal data. For example, in some cases, the meteorological stations are continuously maintained, 

which results in the production of a long-term dataset. Conversely, isotopic measurements are often sparse 

in time and poorly distributed in space and are not necessarily measured at the same position as other input 

parameters (e.g., weather parameters); this is mostly due to the complexity and costs of the analyses. Fig. 

1.1 illustrates an imaginary example of two independent parameters (red crosses and blue circles) that 

potentially affect the isotopic measurements (green triangles), but since they are not available at the same 

location, a one-to-one relation between the features cannot be made to perform regression. Moreover, the 

densities of the available data are different among the red crosses, blue circles and green triangles. To obtain 

of the features at the green triangle positions, first, regression models for the red and blue points, which are 

variables dependent on other features (in this case, geospatial features), must be generated. Figs. 1.2 and 

1.3 illustrate the estimations of each red and blue feature obtained at the green triangle positions derived 

from two separate regression models (F1 and F2, respectively). 

In the yellow diamonds in Fig. 1.4, the calculated values of the red and blue parameters (estimated from F1 

and F2) and the corresponding green measurements are available, which makes it possible to construct a 

regression model with red and blue parameters as independent variables and the green parameter as a 

dependent variable. By using this model, it is possible to create a map of the green parameter (isotopic 

composition). 
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Figure 10. Workflow scheme for estimating isotopic values by using two independent parameters that are available in 

different locations than the isotopic measurements. Blue circles and red crosses represent two independent features 

that are potential candidates affecting the green triangles (isotopic precipitation composition). 1) Imaginary map of all 

available points. Green triangles are points with field isotopic measurements, and red crosses and blue circles are two 

independent parameter measurements. 2 and 3) Estimation of the red and blue parameters from the constructed F1 and 

F2 regression models at the location points where isotopic data are available. 4) As a result of the algorithms, in the 

yellow diamonds, estimated red and blue data and measured green (isotopic composition) data are available. 

Data can also vary within a time window. Utilizing the example in Fig. 1, let us assume that a continuous 

and dense amount of data are available for the blue parameter in a specific month during ten consecutive 

years. However, in the red crosses, data are available in the same month for six years. To overcome the 

limitations derived from different measurement frequencies and time windows, one solution is to average 

the ten- and six-year measurements in the blue and red points, respectively, to obtain a single set of data for 

each feature in each location. Although averaging the measurements may result in a loss of information 

while producing less precision and higher model uncertainty, these effects would also occur with other data 

treatment techniques, such as filling the gaps in data series. The final workflow must also account for 

different parameters that are measured directly alongside the isotopic water composition or estimated via 

other methods, such as features derived from reanalysis 157,158. Another important aspect of the workflow is 

to analyse the degrees of influence of suspected features on the dependent variable. Considering that the 

goal is to produce a workflow that is simple yet precise, an automatic statistical analysis procedure based 

on multicollinearity examination and a feature selection algorithm must be crucial parts of the workflow. 
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The fact that the relations between earth science variables may be linear or nonlinear suggests the capability 

to apply different regression methods in the workflow. The regressions must be accompanied by calibration 

and validation procedures to find the regression method with the highest estimation power that avoids 

common modelling errors such as overfitting. A total of eight regression models are considered in this 

study: Elasticnet 159, Bayesian ridge regression 160, least-angle regression 161, Bayesian automatic relevance 

determination (ARD) 162 and orthogonal matching pursuit 163, support vector regression 164, a random forest 

165, and a multilayer perceptron 166. Since some of these methods are sensitive to the data scale, all inputs 

are standardized before applying the regressions. Hyperparameters are parameters of machine learning 

methods whose values control the learning process 167. The brute-force hyperparameter search algorithm is 

used to obtain a suitable set of hyperparameters 168; it is optional to fit regression methods to the transformed 

ln(1+x) of the input data alongside the original data which can potentially result in a better model in case 

the features have log-normal distributions. 

In Elasticnet, both L1 and L2 regularization terms are used to avoid overfitting. The Lasso (L1) and ridge 

(L2) regression methods are specific forms of Elasticnet regression, where the former adds the absolute 

value of the magnitude and the latter adds the squared magnitude as a regularization term to the cost 

function. Lasso and ridge regressions are achieved by introducing an L2 to L1 ratios equal to zero and one, 

respectively. A more detailed description of this method can be found in  159. 

The orthogonal matching pursuit method constrains the number of zero coefficients. Its residuals are 

calculated by using an orthogonal n-dimensional projection, which assumes, similar to independent 

variables, that the dependent variable can contain measurement errors 163. 

Least-angle regression is a stepwise linear regression method that moves in the direction of the most 

correlated feature in each step. This method is beneficial when the number of features is higher than the 

number of samples. Least-angle regression is sensitive to outlier data 161. 

The Bayesian ridge and Bayesian automatic relevance determination methods (also known as sparse 

Bayesian learning and relevance vector machine regression, respectively) form probabilistic models that 

include regularization parameters that are tuned according to the available data instead of being defined 

prior to regression 160. 

Random forest regression is a method based on the average of randomized independent decision tree 

estimator outputs. The main concept of this method is that the integrated final estimator may produce better 

results than any of the single decision trees since combining them decreases the standard deviation of the 

estimates 165. 
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Support vector machines are versatile supervised learning methods that are used in various environmental 

science fields 169. They can be used in high-dimensional environments and are flexible depending on the 

chosen seed functions. It must be taken into account that support vector regression can be computationally 

demanding 170. Moreover, if the number of features is higher than the number of samples, the seed functions 

must be selected in a way that avoids overfitting 171. 

Neural networks have proven to be effective estimation techniques in various branches of science. 

Multilayer perceptron regression is a supervised learning method that uses L2 regularization to avoid 

overfitting the weights. An MLP uses a backpropagation technique. The ability to determine the number of 

hidden layers, the size of each layer and diverse type of activation functions mark an MLP as a flexible 

technique 166. However, an MLP is complex during the process of choosing the correct estimator 

hyperparameters. 

3.3 UNDER THE HOOD OF ISOCOMPY 

3.3.1 Isocompy workflow 
Considering the abovementioned aspects of isotopic composition modelling, Fig. 2 illustrates the general 

scheme of our proposed workflow. It consists of data preparation and two main stages. The independent 

variables are introduced in the data preparation step. The goal of the first stage is to estimate the independent 

parameters that affect the isotopic composition model in the same space-time framework as the empirical 

data. The results of the first stage, accompanied by the empirical data, are incorporated into the second 

stage to obtain 18O and 2H models. Stage one of the workflow begins with a statistical analysis of the 

independent variables that are introduced in the data preparation step to determine their degrees of influence 

on the dependent variable and select the substantial variables for the regression model. The regressions are 

applied, and the most calibrated model is selected. Then, the variables that influence the water isotopes are 

estimated in the same time and space as the isotopic measurements. By preparing the data from three source 

groups (estimated variable data, measured variable data and measured isotopic data, (1.4, c and b in Fig. 2, 

respectively)), it is possible to obtain isotopic models in stage two. Again, a statistical analysis leads to the 

extraction of the substantial independent variables over which the regressions will be applied to select the 

best model. Once the models are available, the isotopic composition values can be estimated. The 

underlying sections of each stage are explained below. 
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Figure 11. Scheme of the Isocompy workflow utilized to design the Isocompy architecture. It consists of data 

preparation (red boxes) and two main stages. Each stage includes statistical analysis (yellow boxes 1.1 and 2.1), 

regression (green boxes 1.2 and 2.2), model selection (violet boxes 1.3 and 2.3) and feature estimation steps (blue 

boxes 1.4 and 2.4). 

Data preparation (the red a, b and c boxes in Fig. 2) is a key step that defines many major properties of the 

constructed model. Box a in Fig. 2 shows the input features named indirect features since they are not 

measured with isotopic values; box b represents the isotopic input measurements, and box c illustrates other 

features measured directly with isotopic values (direct features). In the data preparation step, different 

aspects of the model must be determined by the user. 

 The dependent and independent variables. 

 The temporal window of the input measurement choice. 

 Input filtration based on specific time properties, if needed (El Niño or La Niña Southern 

Oscillation). 

 Outlier removal based on diverse methods, if needed. 

 The data averaging technique. 

 Brute-force searching hyperparameter definition. 

 

Figure 12. Yellow, green and violet boxes show the techniques used in the statistical analysis step, the regression 

methods available in Isocompy and the implemented techniques in the model selection steps, respectively. 

The statistical analysis step (yellow boxes in Fig. 2) allows the algorithm to select the most considerable 

features to be used afterwards in the regression models. Feature selection is crucial in environmental models 

that normally use spatial features as inputs since autocorrelations in data may distort the estimation power 

of the model 172. As shown in the yellow boxes in Fig. 3, in this stage, the algorithm calculates the p values 

determined by one-tailed F-test on centred data, mutual information 173, correlation coefficients and 

variation inflation factors (VIFs) of the variables. The p values and mutual information help to determine 

the linear and nonlinear relationships between parameters and evaluate the significance of the parameters 

174,175. The VIFs and correlation coefficients are useful for detecting multicollinearity. 
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Since one of the main objectives of the algorithm is to facilitate and speed up the model generation process, 

the feature selection procedure that is derived from the statistical analysis can be performed automatically 

or controlled by user-defined or predefined values. In the automatic mode, the algorithm first uses the VIFs, 

correlation coefficients and optional pairs of features defined by the user to remove the features with 

multicollinearity effects that higher than a defined threshold. Then, p values are used to select the 

statistically significant features, based on the user-defined alpha level. 

It is important to mention that since the F-test assumes that the features are distributed normally, the user 

have to check the normality of the features that are chosen as important features in VIF test. 

The regression steps are performed in two stages of the algorithm (green boxes in Fig. 2). Various linear 

and nonlinear regression methods are available, as shown in the green boxes in Fig. 3, which can be selected 

by the user based on the nature of the given study or computational power, among other strategies. The 

regression methods implemented in Isocompy are described in detail in section 3.2. Nevertheless, it is worth 

mentioning that users with coding knowledge can add other methods of their own. 

Model selection steps are also implemented in two stages of the algorithm. To find the best model, the 

algorithm includes and combines cross validation, brute force hyperparameter searching, R-squared fitness 

and goodness of fit to the GMWL or local meteoric water line (LMWL), as shown in the violet boxes in 

Fig. 3. 

Finally, the estimation step is performed in the first and second stages, as illustrated in the blue 1.4 and 2.4 

boxes of Fig. 2, by determining the substantial features determined in previous steps. This workflow ensures 

the flexibility of the input features, time steps and geospatial scale and, at the same time, promotes and 

speeds up the model generation process in an integrated algorithm. 

3.3.2 Isocompy architecture 
The Isocompy tool examines the relationship among the input variables with various linear and nonlinear 

regression methods, performs a statistical analysis and dimensionality reduction, and chooses the best 

available regression method and its respective parameters via calibration and evaluation techniques. This 

is done by implementing novel machine learning, data management and statistical analysis libraries such 

as pandas 176, geopandas 177, numpy 178, pylr2 179, statsmodels 180 and scikit_learn 73. Isocompy generates 

extensive reports alongside figures and maps to facilitate the procedure of statistical water isotope 

modelling and support the user in interpreting and evaluating the results. 

In this section, we describe the architecture of the underlying components and the outputs of Isocompy. It 

is built into six classes and 18 methods, as shown in Fig. 4. A list of the Python libraries used in Isocompy 

can be found in section 3.6.1. 
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Figure 13. The Isocompy algorithm architecture. It contains 6 classes and 18 methods. 

Preprocessing 

The preprocess class holds the data preparation step (red frames in Fig. 4), whose inputs are pandas 

dataframes. This class has the ability to filter outliers based on upper and lower limit percentiles or modified 

IQR functions 181,182. Outlier detection can be performed with or without zero values included in the data 

removal procedure. This is possible since there are geospatial states where zero values can result in 

unreasonable outlier filtration (e.g., removing the 5% lowest precipitation values from an arid zone with 

very few precipitation events). Data averaging can be performed based on arithmetic or geometric 

averaging. It is also possible to define specific time periods and limit the outputs to these episodes. Another 

decisive feature of preprocess is that the user specifies the brute-force search hyperparameters of the 

corresponding regression models. This selection is closely dependent on the format (i.e., volume and quality 

of the data) and correlation of the dataset 183. Therefore, it is crucial that the user have an experienced-

based, focused, theoretically sound, and practical search approach.  Nevertheless, the default values which 

are described in detail in section 3.6.1, could be useful for dealing with complex datasets in our experience.  

The model class (green frames in Fig. 4) is designed to handle the statistical analysis, feature selection, 

model regression and model selection procedures in the first and second stages; the flowchart of this stage 

is shown in Fig. 5, and it can be performed manually or automatically. The statistical analysis and feature 

selection parameters are defined as arguments of the class. In the manual mode, the statistical analysis data 

are shown, and the user must choose the considerable features. In the automatic mode, Isocompy finds the 

parameters with the most influence on the dependent variable by comparing their correlation coefficients 

and VIFs with predefined thresholds in an iterative process. However, the usage of correlation coefficients, 

VIFs or threshold values can also be defined by the user. The output features of this statistical analysis and 

feature selection step (Fig. 5) feed the regression models. 
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Figure 14. Feature selection flowchart of the model class. Red lines indicate false arguments. 

Fig. 6 illustrates the workflow of the regression modelling, model evaluation and calibration processes that 

result in selecting the best model. In each regression method, all combinations of hyperparameters are 

defined. For each combination, the random k-fold cross-validation technique is used to avoid overfitting. 

The score of a determined hyperparameter set is defined as the average score of the k models. The selected 

set of hyperparameters for each model is defined as the one with the highest average score. The best model 

among different regression methods can be selected based on preferred criteria. In the first stage, the best 

models are selected based on higher R-squared values, whereas in the second stage, the best model can also 

be selected based on three different criteria: the smallest point-to-point estimation-observation distance, the 

pair of models with the most similar results to the LMWL or the pair of models with the most similar results 

to any defined line between the water isotopes. The predefined arguments for this line are eight and ten 

coefficient and intercept values, respectively, that represent the GMWL. To test the different options 

available for selecting the best model in the second stage, it is possible to change the criteria and generate 

corresponding outputs. 

 

 

Figure 15. Workflow of the model regression, model validation, model calibration and best model selection processes. 

Black dots show that these processes are performed for each regression method selected. 
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Isocompy generates reports that include the details of all the executed models and the selected models with 

their R-squared values, adjusted R-squared values, VIF values, correlation coefficients, mutual information, 

chosen input features and sets of hyperparameters. For the chosen regression models, Isocompy also reports 

the cross validation averages and standard deviations obtained on the training and test data to evaluate the 

model estimation uncertainties. 

 

Model evaluation 

The evaluation class follows the algorithm shown in Fig. 7 to calculate the outputs of the second-stage 

estimations. All the independent features introduced in data preparation go through the statistical analysis, 

and only the substantial features are used in the regression models to obtain the desired spatial-temporal 

estimations. Only the samples with independent determined features must be introduced, while all other 

data are ignored in the isotopic estimation process. 

The indirect input features (box a in Fig. 2) go through the stage one estimation procedure, which are unified 

with the introduced direct features and are used as isotopic composition input variables for the final isotopic 

estimation. 

 

Figure 16. Workflow of the evaluation class for estimating the second-stage regressions. 

Postprocessing tools 

The stats class generates statistical reports for each stage (pink frames in Fig. 4). They include the 

characteristics and details of all executed models and the selected models: their R-squared s, adjusted R-

squared values, VIF values, correlation coefficients, mutual information, chosen input features and sets of 

hyperparameters. Isocompy also reports the chosen regression models, cross validation averages, and 

standard deviations of the training and test data to evaluate the model estimation uncertainties. The reports 

can be generated for the whole or the separate parts of the time series. 

The plot class generates diverse kinds of graphics to illustrate the results (orange frames in Fig. 4). The 

shapely 184, Bokeh 185 and matplotlib 109 libraries are employed to develop the methods of this class. The 

partial_dep_plots method generates partial dependency plots. The best_estimator_plot method constructs 
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the plots of the best estimator in each determined time window. The isotope_meteoline_plot method is 

designed to illustrate and compare the output data and observed data with the GMWL and LMWL. This 

method uses the reduced major axis (RMA) regression method to calculate the local line of the input data. 

It is shown that the RMA approach explains water isotope relationships better than least-squares regression 

since it takes the measurement errors in box axes into account 186–188. The isotope_meteoline_plot method 

can also generate residual plots of each isotopic station for each isotopic composition and accompanies 

them with a report including the mean absolute errors, mean square errors and means and standard 

deviations of the residuals, observations and estimations. 

The map_generator method generates maps of the desired features, whether they are observed or estimated. 

The maps are generated based on the estimated data limits introduced by the user to the evaluation class in 

the time periods defined by the user. The results can be limited to positive values and/or to percentages if 

needed. The user has the ability to add a desired shapefile to the maps, display the measured data and define 

the aesthetics. The results can be saved as an interactive HTML file or in an image format. 

Project management 

The session class enables the functionality of saving and loading one or all defined objects of a session 

(yellow frames in Fig. 4). The session class is powered by the Dill python library 189 because of its capacity 

to save the executed Isocompy project as a compressed file along with its results in a single command. 

Hence, it would be feasible to save and close an interpreter session, send the compressed session file to 

another computer, open a new interpreter, decompress the session and thus continue from the point of work 

saved in the original interpreter session. 

3.3.3 Outputs 
Isocompy outputs can be categorized into four groups: reports, figures, maps and datasheets. It is possible 

to obtain this information at different steps to clarify the underlying processes. Reports are generated to 

address the input data characteristics, partial and whole time period statistics, the best first- and second-

stage model characteristics, all models in the first and second stages, the best second-stage model selection 

scoring details based on the chosen function, prediction model uncertainty statistics, residuals, observed 

and estimated isotopic value statistics and errors. 

Figures can be created for partial dependencies, observed-estimated regressions, residual plots and meteoric 

line plots, as explained in section 3.3.2.3. The bottom-left and top-right parts of Fig. 8 show examples of 

partial dependencies and residual plots, respectively. Examples of observed-estimated plots can be seen in 

the figures of the next section. 
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Maps can be created in different formats for any desired feature by using the map_generator function, as 

mentioned in section 3.3.2. Examples of maps can be seen in the figures of the next section. The bottom-

right part of Fig. 8 shows a screenshot of an interactive map created by Isocompy. 

Datasheets are produced in the data preprocessing stage, and they include outlier-removed data, monthly 

averages for each year at each station and station averages. First- and second-stage estimations are also 

saved in datasheets. Refer to section 3.6.2 for an example datasheet. 

 

Figure 17. Screenshots of the outputs generated by Isocompy. Top left: An example report. Bottom left: Partial 

dependency plots of the selected features. The values are standardized between zero and one. Vertical ticks on the x-

axis illustrate the percentile of the data. Top right: A residual plot at each observation point generated by Isocompy 

via the isotope_meteoline_plot method. Bottom right: An interactive map generated by Isocompy without an available 

shape file. 

3.4 APPLICATION TO THE EXAMPLE OF SALAR DE ATACAMA 
The Salar de Atacama is the ideal target zone for demonstrating Isocompy capabilities due to its particular 

climate and topographic features. The scope of this investigation is not a comprehensive isotopic analysis, 

as it has been published already 190–197, but rather validate Isocompy performance. Therefore, using the 



45 

 

scarce information that is currently available, the climatic characteristics and isotopic composition of the 

precipitation in this area are compared with that of previous studies. 

The Salar de Atacama basin is located in northern Chile in the Antofagasta region (Fig. 9). This zone is the 

largest salt flat in Chile and the third-largest salt flat in the world. The Salar de Atacama is one of the driest 

places on the Earth’s surface, contains vast amounts of lithium reserves and is a valuable lagoon ecosystem 

(RAMSAR). For these reasons, in recent decades, many studies have been carried out on the water resources 

of this area 190–197. No continuous monitoring is performed on individual precipitation events in the basin, 

and the available data do not have a high spatial density.  

The distribution of isotopic precipitation samples is heterogeneous in time, space and type of sample. 

Specific rain samples are taken in the basin, and permanent rain collectors are installed close to automatic 

meteorological stations 198. Isotopic samples are mostly collected during the summer months (January, 

February and March) since this is the period containing important precipitation events (during the so-called 

“Altiplanic winter”). As a result, Isocompy is applied only during these time periods. 

 

Figure 18. Left: location map of the study area in South America with published isotopic precipitation data (red circles) 

and automatic weather stations that monitor temperature (crosses), precipitation levels (blue squares) and relative 

humidity (yellow triangles). The solid red line delineates the Salar de Atacama basin, and the solid brown line shows 

the Altiplano-Puna plateau basins. The base map is derived from satellite data (SRTM from 
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http://earthexplorer.usgs.gov/). All location data are in UTM Zone 19 S coordinates based on the WGS of 1984. The 

utilized DEM is an ALOS PALSAR RTC product that has a resolution of 12.5×12.5 m and is provided by the Alaska 

Satellite Facility. Right: elevation map of the Salar de Atacama basin. 

 

3.4.1 Input data 

The available meteorological variables that potentially influence the 18O and 2H values in this study are 

air temperature, relative air humidity and amount of precipitation. They are recorded daily at the 

meteorological stations of the Salar de Atacama basin and its surroundings and compiled from the automatic 

weather stations belonging to the General Directorate of Waters 199,200 of Chile and the Soquimich (SQM) 

mining company. Temperature value records are provided from 28 stations for the period from 1974 to 

2019, ranging from -5.5°C to 22.6°C (mean 16.3°C), relative humidity values are derived from 24 stations 

from 1987 to 2019, ranging from 2.3% to 76.3% (mean 33.3%) and precipitation volume data come from 

31 meteorological stations from 1959 to 2019, ranging from 0mm to 219mm (mean 14.9mm). 

The 52 precipitation samples for the isotopic analysis are compiled from previously published studies 201–

206 from 2002 to 2021, ranging from -18.9 ‰ VSMOW to 2.5 ‰ VSMOW (mean -7.0 ‰ VSMOW) and 

from -139.7 ‰ VSMOW to 21.7 ‰ VSMOW (mean -2148.3 ‰ VSMOW) for 18O and 2H respectively 

and correspond to 31 different points (Fig. 9). These samples are heterogeneous: some are individual 

precipitation events, others are monthly accumulated or multimonth samples, and others are mixtures of 

rainfall and snow. Refer to section 3.6.2 for the input data file. 

3.4.2 Implementation 
The data preparation steps for the input parameters are shown in Fig. 10 Lines 7 to 25 align with the 

preprocess classes for precipitation, air temperature and cumulative humidity. These three indirect variables 

are estimated in stage one and are dependent on the spatial variables (latitude, longitude and altitude).  

Lines 26 to 32 create the preprocess class for the 18O and 2H values of precipitation used in the second 

stage of the model. The spatial variables here act as direct variables since they are measured in the same 

location as the isotopic data. In this study, outlier removal techniques, such as those explained in section 

3.3.1, are not needed. 
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Figure 19. Isocompy data preparation. Location information (X, Y: coordinates; Z: altitude) is used to calculate the 

feature information in these positions. Preprocess classes are created for the precipitation, temperature, cumulative 

humidity, 18O and 2H of precipitation. Rain, temp and hum are panda dataframes that contain ID, Date and Value 

columns. 

The steps needed to execute the first-stage models for the desired preprocess classes in January, February 

and March of all years can be seen in Fig. 11. Each preprocessing class contains the dependent and 

independent variables, as shown in Fig. 10. The models for each process class and for each month are 

isolated from the rest. The feature selection options of the first stage are not changed from the predefined 

default Isocompy values (line 5 in Fig. 11), so the feature selection process in the first stage runs 

automatically. Isocompy reports the VIF and correlation coefficient values but does not consider them in 

the feature selection procedure. Executing lines 9 and 10 generates the estimated-versus-observed values 

and partial dependency plots for each regression model in stage one. 

1. #Import isocompy 
2. from isocompy.data_preparation import preprocess 
3. from isocompy.reg_model import model 
4. from isocompy.tools import stats, plot 
5. #------------------------------------------- 
6.  
7. #Data preparation: rain, temp and hum are pandas DataFrames, imported from the database. 
8. dir ="defined directory" 
9. fields=["CooX","CooY","CooZ"] 
10. #------------------------------------------- 
11.   
12. #Precipitation preprocess class 
13. pre_prc=preprocess() 
14. pre_prc.fit(inp_var=rain,var_name="prc",fields=fields,remove_outliers=False,direc=dir) 
15. #------------------------------------------- 
16.   
17. #Temperature preprocess class 
18. pre_tmp=preprocess() 
19. pre_tmp.fit(inp_var=temp,var_name="tmp",fields=fields,remove_outliers=False,direc=dir) 
20. #------------------------------------------- 
21.   
22. #Humidity preprocess class 
23. pre_hmd=preprocess() 
24. pre_hmd.fit(inp_var=hum,var_name="hmd",fields=fields,remove_outliers=False,direc=dir) 
25. #------------------------------------------- 
26.   
27. #isotopes 
28. pre_iso1=preprocess() 
29. pre_iso1.fit(inp_var=iso_18,var_name="iso_18",fields=fields,remove_outliers=False,direc=dir) 
30.   
31. pre_iso2=preprocess() 
32. prep_iso2.fit(inp_var=iso_2h,var_name="iso_2h",fields=fields,remove_outliers=False,direc=dir) 
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Figure 20. Stage-one estimation models, estimator and partial dependency plots. 

To create the second-stage models, the precipitation, temperature and humidity values must be predicted at 

the same coordinates as the isotopic measurements. Line 2 in Fig.12 3 estimates these values for three 

months based on the stage-one models. The dependent and independent (direct and indirect) variables must 

be determined as shown in lines 7 to 10. 

The feature selection process of the second-stage models is the st2_fit method, which is performed 

automatically if it is not specified. In this example, some aspects of the feature selection process are 

specified. Thus, as seen in line 13 of Fig. 12, in cases with high VIF and correlation coefficient values, one 

of the parameters is removed: temperature is preferred over altitude to respect the seasonality of the data. 

Line 16 executes the model based on the defined variables, and lines 19 to 23 generate the statistical reports 

of the given month and the whole period. Similar to the first stage, lines 26 and 27 generate the estimated-

versus-observed values and partial dependency plots for each generated isotopic regression model. 

 

1. #stage 1 model class 
2. dir ="defined directory" 
3.  
4. est_class=model() 
5. est_class.st1_fit(var_cls_list=[pre_prc,pre_tmp,pre_hmd],st1_model_month_list=[1,2,3],direc=dir) 
6. #------------------------------------------- 
7.  
8. #stage 1 model plots 
9. plots.best_estimator_plots(est_class,st2=False) 
10. plots.partial_dep_plots(est_class,st2=False) 
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Figure 21. Stage-one estimation calculations (line 2). Stage-two model argument definitions (lines 7-10). Stage-two 

model execution (line 16). Statistical reports and plots (lines 26-27). 

The reader is referred to section 3.6.2 for the complete version of the Jupyter notebook in this study that 

contains the evaluation class, visualization options, evaluations, estimated value datasheets, meteoric lines 

for observed and newly defined coordinates, residual plots and feature maps. 

3.4.3 Results and discussion 
The first stage of statistical analysis shows that altitude and longitude are significant variables for 

temperature and relative humidity in all three months, while latitude is also significant in March (Table 1). 

This is consistent with the DICTUC 207 results. For precipitation, latitude and altitude are significant 

variables in the three summer months, as Houston and Harley 208 mentioned, while longitude is also 

significant in February and March. The influence of altitude on the amount of precipitation that falls in the 

eastern part of the basin is recognized by all existing studies 193,209,210. 

Monthly models for temperature, relative humidity and precipitation are created by using the significant 

features. The estimation method with the highest scores in all models is the random forest, whose R-

squared values are shown in Table 1. Column Ln (x+1) shows the models whose feature Ln (x+1) values 

are used since they result in higher R-squared values. 

1. #Stage 1 models prediction 
2. est_class.st1_predict(cls_list=[pre_iso1,pre_iso2],st2_model_month_list=[1,2,3]) 
3. #------------------------------------------- 
4.   
5. #Stage 2 model 
6.   
7. #Determine the dependent and independent variables – direct ("CooX","CooY","CooZ") or indirect 

("tmp","prc","hmd") - to take into account for each model in the second stage 
8. st2_model_var_dict={ 
9.     "iso_18":["CooX","CooY","CooZ","tmp","prc","hmd"], 
10.     "iso_2h":["CooX","CooY","CooZ","tmp","prc","hmd"]} 
11.   
12. #Defining that takng into account vif and correlation coefficients, if the algorithm has to remove 

one of the variables between the "CooZ","tmp" pair, it has to be "CooZ" 
13. args_dic={"vif_selection_pairs":[["CooZ","tmp"]]} 
14.   
15. #Stage 2 model fit 
16. est_class.st2_fit(model_var_dict=st2_model_var_dict,args_dic=args_dic) 
17. #------------------------------------------- 
18.   
19. #monthly statistics 
20. stats.monthly_stats(est_class) 
21.   
22. #whole period statistics 
23. stats.seasonal_stats(est_class) 
24.   
25. #Stage 2 model plots 
26. plots.best_estimator_plots(est_class,st1=False) 
27. plots.partial_dep_plots(est_class,st1=False) 

1.  
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Table 4 Results of the first-stage statistical analysis and models per month. The bold p values denote significant 

parameters (<0.05). 

Month 
Dependent 

feature 

ρ-value 

R2 

Standardize

d Standard 

deviation* 

Ln (x+1) Longitud

e 
Latitude Altitude 

January 

Temperature 7.04E-03 6.96E-02 8.06E-18 0.98 0.23 No 

Relative 

humidity 
1.10E-05 7.06E-02 1.10E-05 0.87 

1 
Yes 

Precipitation 2.34E-01 1.73E-01 7.15E-11 0.97 0.09 Yes 

Februar

y 

Temperature 1.68E-03 1.16E-01 1.18E-20 0.98 0.28 No 

Relative 

humidity 
8.09E-03 9.58E-02 7.01E-03 0.84 

0.13 
No 

Precipitation 6.67E-03 1.52E-02 5.74E-08 0.96 0.68 Yes 

March 

Temperature 1.80E-02 2.87E-02 2.05E-17 0.99 0 No 

Relative 

humidity 
6.38E-04 1.14E-02 3.32E-04 0.82 

0.78 
No 

Precipitation 2.55E-01 1.03E-03 2.00E-06 0.94 0.09 No 

* Standardized standard deviation of the cross-validation scores of the estimation models. 

The estimation uncertainties can be evaluated by the standardized standard deviation of the cross-validation 

scores for the randomly selected test dataset in each iteration (Table 1). The limited spatial distribution of 

the available data in the Salar de Atacama basin can play an important role in high estimated standard 

deviation values obtained for some features. Fig. 13 shows the observed-versus-estimated values of the 

three features in three months. 
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Figure 22. Plots of the estimated-versus-observed values generated by Isocompy for temperature, precipitation and 

relative humidity in January, February and March. 

The map of the temperature distribution estimated by Isocompy for the Salar de Atacama in the three 

summer months is shown in Fig. 14. It can be observed that the maximum temperatures are recorded in the 

central area with values between 19 and 20.4°C, which are slightly lower than those of Marazuela et al.  

(24°C) and Kampf et al. (23°C) 209,211 in February. It is observed that temperature decreases with altitude, 

reaching minimum values of 4 to 5.3°C in the volcanic arc that surrounds the eastern side of the basin, with 

a gradient of approximately -0.55°C/100 m. These gradients are similar to those presented by DICTUC and 

MOP-DGA (-0.56°C/100 m and -0.65°C/100 m, respectively) 207,212. 
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Figure 23. Maps of the temperature, precipitation, relative humidity and 18O values of precipitation estimated by 

Isocompy in January, February and March in the Salar de Atacama basin. 

The relative humidity values estimated by Isocompy in the Salar de Atacama basin for the three summer 

months can also be seen in Fig. 14. The lowest values of relative humidity are recorded in the core (24-

29%) and in the west, and they increase with altitude, reaching their maximum values in the east of the 

basin (42-55%) and resulting in a gradient of 0.49%/100 m. In Valdivielso et al. 206, who used a larger study 

area (N Chile), the estimated values of relative humidity in the salt flat nucleus were similar to those in the 

present study, although the estimated values for high altitudes were lower. 

Summer storms in the Salar de Atacama basin are convective and are characterized by highly variable 

intensity 191,193,213,214, with years that are much wetter than others and some with practically no precipitation. 

This high variability, accompanied by the nature of the available precipitation data, results in a low 

correlation between the precipitation values recorded in different seasons, as well as between the 

precipitation values recorded in the same season for different periods. Therefore, the precipitation models 

exhibit high sensitivity to anomalous values since they greatly affect the average precipitation at a station. 

From the precipitation model, zero precipitation (0 mm) is estimated in the salt flat nucleus (Fig. 14), 

increasing with altitude up to 55 mm in the summits at the eastern limit of the basin; there is little 

precipitation at the western limits. A comparison with many studies that have presented annual isohyets 

maps of the Salar de Atacama 197,207,212,215 shows that the magnitude of precipitation is lower in the present 
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study since only the summer precipitation is considered, but the overall distribution of precipitation is 

similar. The summer precipitation gradient from the salt flat nucleus to the eastern peaks is 3.7 mm/100 m, 

which is slightly less than the annual gradients calculated in Salas et al., Valdivielso et al. (5 mm/100 m) 

and IDAEA-CSIC (4.6 mm/100 m) 197,216,217, as these studies considered all precipitation events during the 

year. In contrast, DGA 191calculated values of 2.7 mm/100 m in January, 2.2 mm/100 m in February and 

1.8 mm/100 m in March for the period from 1970 to 2008. 

Precipitation is depleted in heavy isotopes with elevation, with an average gradient of -0.19‰/100 m in 

summer (Fig. 14). This gradient is slightly lower than the others calculated in this region (-0.34‰/100 m 

in Herrera et al.  and -0.26‰/100 m in Villablanca 203,219. The distribution map of the stable isotopic 

signature is consistent with the distributions of the highest temperatures, the lowest relative humidity values 

and precipitation in the salt flat nucleus; at higher elevations, the precipitation and relative humidity are 

higher, and the temperatures are lower 205,220. 

In the statistical analysis and feature selection processes of the second stage, the initial VIF values are 

higher than the defined threshold (VIF =5) for longitude, altitude and temperature. Furthermore, these 

variables have high correlations with each other (Table 2). Therefore, as these variables have high 

multicolinearity and strong correlations, altitude and longitude are iteratively removed as important features 

until VIF values below the threshold are reached for all the features, as seen in the VIF_fin column of Table 

2. Then, the p values of latitude, temperature, precipitation and humidity are evaluated, and as a result, 

temperature and relative humidity are selected as significant features for the 18O and 2H regression models 

(Table 2). The R-squared values of the 18O and 2H estimation models are 0.82 and 0.79, and the standard 

deviations of the associated cross-validation scores are 0.58 and 0.46, respectively. The top-left and top-

right plots in Fig. 15 show the estimation-versus-real measurements of 18O and 2H, respectively. 

Table 5 The VIF values and correlation coefficients of the second-stage input features. VIF_init and VIF_fin show 

the initial and final VIF values, respectively. Cor. shows the correlation coefficients of the features. The p values of 

the parameters selected by the VIF process are shown. Significant p values are displayed in bold fonts (<0.05). 

ρ-

valu

e 

VIF_fi

n 

VIF_ini

t 
  Cor. 

Lon. 

Cor. 

Lat. 

Cor. 

Alt. 

Cor. 

Temp. 

Cor. 

Prec. 

Cor. 

Hum. 

- - 8.6 Lon. 1.00 - - - - - 

0.78 1.1 2.0 Lat. -0.30 1.00 - - - - 

- - 33.3 Alt. 0.83 0.09 1.00 - - - 

0.00 2.6 43.0 Temp

. 
-0.87 -0.06 -0.98 1.00 - - 

0.66 2.3 2.6 Prec. 0.60 -0.05 0.61 -0.60 1.00 - 

0.04 3.7 4.5 Hum. 0.78 -0.09 0.72 -0.77 0.75 1.00 
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The LMWL is calculated with the isotopic measurements (observed LMWL: yellow line in Fig. 15), the 

average estimated 18O and 2H values at the same points as the measurements (estimated LMWL in Fig. 

15; bottom left) and the average estimated 18O and 2H values in all the study areas (estimated LMWL in 

Fig. 15; – bottom right). Based on the estimated LMWL at the observation points, the isotopic model has 

slightly different slope (7.5) and intercept (7.8) values than those obtained with the LMWL defined in 

different areas of northern Chile 218,221–225. However, these differences are expected since the LMWL is 

calculated based on a different group of points in a larger area. Fig. 15 also demonstrates that the slope and 

intercept of the estimated and observed LMWLs are similar, which indicates that the estimated isotopic 

values have the same behaviour as the measured values that validates the statistical built-in capabilities of 

Isocompy. 

 

Figure 24. Top left and top right: estimations versus the measurements of 18O and 2H, respectively. Bottom: plots 

of the estimated (circles) and observed (triangles) 18O versus 2H values of precipitation. The red line is the GMWL, 

the brown dashed line is the estimated LMWL, and the yellow dashed line is the observed LMWL. Bottom left: the 

plot obtained using the 18O and 2H values estimated at the same points as the measurements. Bottom right: the plot 

obtained using the 18O and 2H values estimated in the study area. The reader is referred to section 3.6.2 for the 

monthly meteoric line plots, residual plots and reports. All plots are generated by Isocompy. 
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3.5 CONCLUSION 
Isocompy is an open-source Python library dedicated to regression, statistical analysis and modelling for 

isotopic compositions of natural water. It considers the features that potentially affect the isotopic signature 

in a multistage procedure. These features can be meteorological measurements, particle trajectory-related 

parameters, sea surface temperatures, variables derived from reanalysis or any other parameter desired by 

the user. 

The code simplifies and optimizes the analyses of the isotopic characteristics of natural water. The isotopic 

composition obtained using the Isocompy applications are consistent with those obtained in previous studies 

in the Salar de Atacama, which was used as an example of a study area with scarce and heterogeneous data, 

for validation. Therefore, Isocompy is capable of producing accurate estimated isotopic spatial distribution 

and estimated LMWL data. The application of Isocompy in this complex area (with unequal datasets in 

space and time) demonstrate the versatility on using machine learning techniques in environmental studies. 

Isocompy can deliver reasonable outputs, accompanied by an automatic feature selection procedure that 

enables a fast yet extensive study of the features that affect the isotopic composition of precipitation. The 

easily generated statistical analysis reports, feature maps and meteoric line plots from the observed and 

estimated values make the evaluation process simple and user friendly. 

Nevertheless, choosing the right set of regression methods and defining a suitable set of hyperparameters 

for each method in a specific study area, considering the available computation power and time, is always 

challenging, as is selecting a suitable time window. In cases with high data densities, the number of 

regression models in the first stage of Isocompy can be increased by shortening the time window of each 

model and proceeding with the same time window in the second stage. In contrast, similar to the example 

of the Salar de Atacama, when the data do not have high density, it is possible to widen the time window 

and use data integration techniques to include more input data in the first stage, integrating the different 

first-stage outputs into a single model in the second stage. 

Another important aspect to consider is the sensitivity of the models to anomalies in the input data. This 

effect is more visible when the data are scarce. Data treatment techniques such as outlier detection and data 

filling can be effective with Isocompy in decreasing the sensitivity of the models, but the anomalies must 

be considered when interpreting the results. 

Although Isocompy focuses mainly on the isotopic composition of precipitation, the code could assist 

researchers to further environmental investigations such as paleoclimate change studies which obtaining 

the environmental variables from stable isotopes could be challenging. In studies where data preprocessing, 

statistical analysis, feature selection and machine learning are needed to investigate an environmental 
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feature, Isocompy can be an integral solution for facilitating the workflow. In addition, Isocompy is an 

open-source library in a widely used programming language, which makes it a good candidate for further 

additions/implementations and customizations in different study areas. 

Isocompy is a flexible tool that can be adapted based on the amount of data available in time and space, and 

it has the capability to apply diverse regression methods. It provides the user with reports, figures, 

datasheets and maps to facilitate the comprehension of the underlying process of each step and to speed up 

isotopic composition studies. Isocompy is designed to be easy to use but at the same time maintain 

adaptability to different studies. 

3.6 SOFTWARE AND DATA AVAILABILITY 
The datasets generated and analysed during the current study are available in the GitHub repository, 

https://github.com/IDAEA-EVS/Isocompy under AGPL-3.0 license. 

 

3.6.1 Isocompy library information 
Year first available: 2022 

Dependencies: pandas, pylr2, dill, geopandas, bokeh, statsmodels, numpy, tabulate, matplotlib, Shapely, 

scikit_learn 

Contact information: ashkan.hassanzadeh@csic.es. 

Refer to https://github.com/IDAEA-EVS/Isocompy/wiki for additional information about the installation, 

default values of the arguments, explanation and the usage. 

3.6.2 Application on Salar de Atacama 
The input data, the output reports, plots, figures and maps alongside the Jupyter notebook are available free 

of charge in https://github.com/IDAEA-EVS/Isocompy. 

https://github.com/IDAEA-EVS/Isocompy
mailto:ashkan.hassanzadeh@csic.es
https://github.com/IDAEA-EVS/Isocompy/wiki
https://github.com/IDAEA-EVS/Isocompy
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4.1 INTRODUCTION 
As the global population continues to grow and climate change intensifies, sustainable groundwater 

management becomes increasingly crucial for ensuring long-term access to safe and reliable water 

resources.226. One of the key aspects of groundwater management is groundwater recharge assessments, 

which quantify precipitation and other water resources that enter groundwater reservoirs (aquifers). 

However, many methods have been used to estimate recharge, choosing the appropriate method is of great 

importance 21. A common approach for recharge estimation is based on the source of information employed, 

such as surface water, unsaturated and saturated zone techniques, empirical formulas, or a mix of these 

methods 22. 

Surface water–based approaches generally focus on the relationship between the aquifer and surface water 

dynamics, which is determined by soil characteristics 227. Unsaturated zone–based techniques estimate 

groundwater recharge based on the drainage below the root zone 15,23,228,229. Recharge estimations using 

saturated zone–based techniques are generally derived from observed data in saturated zones such as the 

groundwater level measurements 230. 

Advancements in computation power and ability have resulted in the design of many computer programs 

that can aid experts in recharge assessment. The programs for recharge assessment are based on different 

methods and useful in different manners, but these programs have some shortcomings that have not been 

fully addressed to date: 

1. Homogeneity of spatial data. Depending on the objectives of the study and data availability, 

groundwater recharge assessments vary greatly in scale, from regional to local studies 15. Some 

programs have limited spatial variability (Easy Bal)24. 

2. The time window. Different time windows (hourly, daily, monthly, etc.) have to be used depending 

on the objectives of the study, data availability, and so forth. Computer programs bound by a 

specific time window can be potentially limited in this aspect (SWAT) 25, (HYDROBAL) 231, 

(SWB) 232, (HydroBudget) 27. 

3. Input data flexibility. If data of a study area (measured or calculated) are already available, users 

should be able to introduce them to the program and use them during the assessment to prevent 

recalculation of parameters (VISUAL-BALAN V2.0 and GIS-VISUAL-BALAN) 28. 

4. The complexity of urban infrastructure. In regional studies, it is often crucial to consider the urban 

water cycle, including the complexities of the urban infrastructure, which not all computer 

programs are capable of (WetSpass) 29, (WRF–Hydro) 30. 

5. Water recharge calculation methods. Water recharge–related parameters can be calculated using 

various methods. Some programs offer very limited options to the user at this stage (VISUAL-

BALAN) 28, (PRO-GRADE) 31. 

6. Open sources. Some computer programs restrict their use to subscribers (WetSpass) 29, (PRO-

GRADE) 31, (HYDRUS) 32, (HEC–HMS) 233. 
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7. Knowledge of scripting language. A prerequisite for using some computer programs is that the user 

needs to be familiar with scripting languages, which considerably limits the usage of the programs 

to some users (WRF–Hydro) 30, (SWB) 232. 

8. Output. To understand and evaluate the results or outputs of the study, various maps, figures, and 

reports are often needed. Some computer programs generate limited output files, which is time-

consuming. 

9. Database. Generally, a wide range of data is available in the study zone, which can be considered 

during water recharge assessments. Not using a well-known database with the ability to integrate 

these parameters can make it challenging to have a broader vision of the study (CRHM) 33, 

(VISUAL-BALAN) 28. 

10. Future development. Recent advancements in computational power and machine learning 

algorithms suggest that computer programs have the ability to interface with modern algorithms. 

Some computer programs are limited in this aspect (HYDRUS) 32, (HEC–HMS) 233. 

Therefore, this study presents WaterpyBal, a code that addresses some of the abovementioned 

shortcomings. WaterpyBal is an open-source modular Python library 86 that helps the user at different stages 

of the soil water balance (SWB) assessment. The program takes into account the vertical water movement 

and diffused precipitation and recharge. It incorporates the principles of hydrological/watershed modeling 

methods, and offers the following: (1) flexibility in input data, time interval, and spatial–temporal 

properties; (2) a collection of tools to facilitate the different stages of the study; (3) a well-known database, 

as the core dataset, with the ability to integrate a broad range of information that is supported by a wide 

series of programs; and (4) a base for future developments and contributes to reproducible research owing 

to its open-source and having modular design. Moreover, it is accompanied by the WaterpyBal Studio, a 

graphic user interface of WaterpyBal. The WaterpyBal Studio allows the use of the WaterpyBal library 

even if the user does not have scripting knowledge by incorporating the most common capabilities of 

WaterpyBal in the graphic user interface. 

The following sections explain the fundamentals used in this study, followed by a description of the 

WaterpyBal code and workflow. To demonstrate the functionality of WaterpyBal, water recharge was 

calculated using WaterpyBal in a synthetic study area. 

4.2 METHODS 
There are several steps to calculate the SWB, as shown in Fig. 1. The infiltration and runoff can be 

calculated using the area characteristic parameters, rainfall, and irrigation (dark green boxes in Fig. 1). The 

potential evapotranspiration (PET) can be calculated using the parameters needed in the PET method 

chosen by the expert (orange box in Fig. 1). If the study area includes an urban zone, the SWB parameters 

have to be modified using urban area characteristics (yellow box in Fig. 1). The soil water reserve (SWR) 

will be calculated using the soil characteristics of the study area (light green box in Fig. 1). The SWB 

parameters such as recharge, real evapotranspiration (RET), deficit, and runoff will be calculated using the 
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parameters calculated in previous steps (light blue box in Fig. 1). The following sections describe each step 

of the SWB calculation in detail. 

 

Figure 25 The general scheme to calculate the SWB. PET: Potential Evapotranspiration, RET: Real 

Evapotranspiration, CN: Curve Number. Each color defines a parameter that is calculated using the input data or 

other calculated parameters. 

 

4.2.1 Soil Water Balance 
The SWB equation (Eq. 1) (known as the water budget equation) is used for recharge calculation. 

Considering the vertical water movement, the total rainfall in a region is the addition of the water runoff, 

water infiltration, and water lost via evaporation or other phenomena: 

𝑃 = 𝐼𝑎 +  𝐹 +  𝑄 

Eq. 1 

where P is the total rainfall; Ia is the initial abstraction that accounts for all losses before runoff occurs and 

generally comprises interception, surface evaporation, and surface depression; F is the cumulative 

infiltration to the subsurface excluding the retention from Ia; and Q is the runoff. 

4.2.2 Infiltration and Runoff 
The Natural Resources Conservation Service curve number (NRCS-CN; shortened to CN in this study) 

rainfall-runoff empirical method is one of a widely used models to calculate runoff and infiltration (shown 

in green in Fig. 1) 234–236. This method was originally designed for small agricultural watersheds in the US, 

but it is used in many projects around the world. Numerous studies have suggested different modifications 

to the empirical formula or defined the locally viable parameters for CN method formula 237. 

Two empirical equations (Eqs. 2 and 3) have been considered to solve Eq. 1 using the CN method. 

𝐹

𝑆
=

𝑄

(𝑃 − 𝐼𝑎)
 

Eq. 2 
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𝐼𝑎 = 𝜆𝑆 

Eq. 3 

where S is the potential maximum retention and λ is the potential abstraction ratio that ranges from 0 to 1. 

Eq. 2 assumes that the ratio of the cumulative infiltration to the potential maximum retention is equal to the 

ratio of the runoff and water contacting the ground. 

Eqs. 1 and 2 can be combined to get Eq. 4. 

𝑄 = {

(𝑃 − 𝐼𝑎)2

(𝑃 − 𝐼𝑎 + 𝑆)
, 𝑃 > 𝐼𝑎

0, 𝑃 < 𝐼𝑎

 

Eq. 4 

Eq. 4 specifies that if the precipitation is less than the calculated initial abstraction, the runoff will be 0. 

Several parameters have to be considered to calculate infiltration and runoff: The CN value must be 

determined using the existing tables that characterize the study area based on their usage, soil type, and 

hydrologic conditions (HCs); then, considering the rainfall and irrigation cumulative values, the antecedent 

moisture condition (AMC) has to be calculated and the CN values have to be corrected, respectively. In 

urban zones, depending on the study, the composite CN (CCN) can be calculated for connected impervious 

areas (CIAs) and unconnected impervious areas (UIAs). The following sections discuss the details of the 

aforementioned calculations using the CN method. 

Curve Number 

The CN method is designed to calculate S (potential maximum retention), which can then be used to 

calculate Q and F using Eqs. 2 and 4, respectively. In the CN method, the cover type or land use (LU), 

hydrologic soil group (HSG), and HC will result in a specific CN value based on the given tables. The CN 

table has to be developed based on LU, HSG and HC of the area. The TR-55 report 238 includes one of the 

widely used CN tables around the world. 

The HC indicates the effects of the cover type and treatment on infiltration and runoff and is generally 

estimated from the density of plants and residue cover in the sample areas. Infiltration rates of soils vary 

considerably and are affected by subsurface permeability and surface intake rates. Soils are classified into 

four HSGs according to their minimum infiltration rate, which is obtained for bare soil after prolonged 

wetting 238. In some study areas, the CN tables are defined based on the surface slope groups rather than the 

HC 239–241. 
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Many studies have reported that λ = 0.2 recommended by the USGS, obtained by analyzing small 

watersheds in the US, is not adequate in many scenarios. Therefore, in many regions, local CN tables and 

λ values are used for water assessments. Derived from recommended changes in the CN equation in recent 

studies 226,242–249, Eq. 5 was proposed that expresses S as a function of the CN: 

𝑆 = 𝐴 ∗ 𝐶𝑁𝑥 + 𝐵 ∗ 𝐶𝑁𝑦 + 𝐶 ∗ 𝐶𝑁𝑧 + 𝐷 

Eq. 5 

where A, B, C, D, x, y, and z can be any real value. For example, in the equation recommended by the 

USGS recommended, the result will be obtained using A = 25400, x = −1, D = −254, and B = C = y = z = 

0 (S in millimeters). 

Antecedent Moisture Condition 

The AMCs in the soil in the basin is another important factor influencing the final CN value. AMCs are 

divided into the following three groups 250: 

AMCI: when the soil is almost dry. 

AMCII: the average condition. 

AMCIII: when basin soil is almost saturated from previous rainfall. 

The CN values are assumed to express the average condition (AMCII). Depending on the cumulative 

rainfall of the last determined number of days (5 days is recommended by the USGS), the time of the year 

(either growing or dormant months), and the defined cumulative rainfall values for AMCI and AMCIII 

conditions, the CN values have to be corrected to correspond to the moisture condition. The following 

second-degree polynomial equation is proposed based on the existing literature for the AMC conversions 

251–253: 

𝐶𝑁𝐴𝑀𝐶𝐼 = 𝐴 ∗ 𝐶𝑁𝐴𝑀𝐶𝐼𝐼
2 +  𝐵 ∗ 𝐶𝑁𝐴𝑀𝐶𝐼𝐼 + 𝐶 

Eq. 6 

where CNAMCI is the CN in AMCI or AMCIII; CNAMCII is the original CN; and A, B, and C are any real 

number. 

Note: in each study zone, the relationship between CNAMCI and CNAMCIII with CNAMCII will potentially 

change in a new study area. 
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Connected Impervious Area and Unconnected Impervious Area 

The TR-55 report 238 recommendation for CCN calculation in urban areas was developed for CIAs and 

UIAs. CIAs are used when the runoff is directly connected to the drainage system, whereas UIAs are used 

when the runoff is spread over a pervious area as a sheet flow. The CIA and UIA CCN tables developed by 

the USGS are based on the assumption that impermeable areas have a CN of 98. The following equation 

(Eq. 7) was proposed to calculate the CCN in CIAs using an equation instead of Figs. 2 and 3 of the TR-55 

report: 

𝐶𝐶𝑁 =  
𝐶𝐼𝐴

100
∗  (98 − 𝑃𝐶𝑁) +  𝑃𝐶𝑁 

Eq. 7 

where PCN is the previous CN. 

The CCN in the UIA is calculated using the previous formula if the total impervious area is less than 30%. 

In other cases, instead of Figs. 2–4 of the TR-55 report, Eq. 8 is proposed: 

𝐶𝐶𝑁 =  (3.3 − 1.7
𝑈𝐼𝐴𝑃

𝑇𝐼𝐴𝑃
) ∗

(120 − 𝑃𝐶𝑁)

460
+ 𝑃𝐶𝑁 

Eq. 8 

where TIAP and UIAP are the total and unconnected impervious area percentages, respectively. 

4.2.3 Soil Water Reserve 
SWR or soil water storage is the maximum total amount of water that can be stored in the soil within the 

root zone of a plant. The SWR value depends on soil properties and can be calculated using the field 

capacity (FC), permanent wilting point (PWP), and root radial thickness (RRT) parameters. The formula to 

calculate SWR is as follows (Eq. 9) (Ministry of Agriculture, British Columbia, 2015): 

𝑆𝑊𝑅 = (𝐹𝐶 − 𝑃𝑊𝑃) ∗ 𝑅𝑅𝑇 

Eq. 9 

where FC and PWP are volumetric water contents (dimensionless) and RRT and SWR are in millimeters 

(shown in light green in Fig. 1). 

4.2.4 Potential Evapotranspiration 
Depending on the available data, time-step interval of the calculation, study area characteristics, and so 

forth, a suitable PET calculation method should be selected from a wide range of available methods. 

Generally, it is possible to classify the PET calculation methods in three main groups: temperature, 

radiation, and a combination of the two. To offer users with flexibility for different scenarios, they should 
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be able to choose from diverse PET calculation methods available in a tool. WaterpyBal provides the 

following PET methods: Blaney Criddle 255, Hamon 256, Linacre 257, Romanenko 258, Abtew 259, Doorenbos–

Pruitt 260, Hargreaves 261, Jensen and Haise 262, Makkink 263, McGuinness and Bordne 264, Oudin 265, Turc 

266, Kimberly Penman 267, Penman 268, FAO-56 269, Priestley and Taylor 270, Penman-Monteith 266, and Thom 

and Oliver 271. 

4.2.5 Recharge, Real Evapotranspiration, and Deficit 
The recharge (R), RET, and deficit (D) values can be calculated as follows using the PET, F, and SWR: 

If F > SWR-ASWRi-1+PET: 

  R=F - SWR-ASWRi-1 – PET 

RET=PET 

ASWRi = SWR 

D=0 

Else: 

R=0 

If PET > SWR-ASWRi-1: 

 RET= SWR-ASWRi-1 

ASWRi = 0 

D= SWR-ASWRi-1-PET 

 Else: 

 RET= PET 

ASWRi = SWR-ASWRi-1-PET 

D= 0 

 

where ASWRi-1 is the actual SWR from the previous time step, and ASWRi is the actual SWR. An initial 

SWR value is needed to calculate the first step. Note: in an urban area, these parameters have to be 

recalculated to fit the urban zone characteristics. 
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4.2.6 Urban Cycle 
An urban water cycle, inspired by the literature, was designed 272. Fig. 2 shows the following parameters 

that characterize the proposed urban cycle: 

Water Supply Network Consumption (WSNC) is the amount of water supplied by the tap water network 

per area unit. 

Water Supply Network Loss (WSNL) is the percentage of the SWNC loss. 

Direct Urban Evaporation (DUE) is the percentage of water that evaporates from the sum of the rainfall 

and irrigation. 

Indirect Urban Evaporation (IUE) is the percentage of water evaporating from the consumed water (e.g., 

washing clothes). 

Threshold of Rainfall per time step for Sewage loss (ThS). Usually the amount of sewage network loss 

differs based on the amount of water in the sewage network, which in turn depends on the rainfall events 

that are bigger than a certain threshold. 

Sewage Network Loss Normal (SNLN) is the percentage of sewage network loss when the amount of 

rainfall per time step is lower than the defined threshold. 

Sewage Network Loss Rainy (SNLR) is the percentage of sewage network loss when the amount of 

rainfall per time step is higher than the defined threshold. 

Runoff to Sewage (RtS) is the percentage of runoff that finishes in the sewage network through catchments, 

and so forth. 

Direct Infiltration (DI) is the percentage of the sum of the rainfall and irrigation that infiltrates directly 

into the ground. 

Water Consumption NOT from network (WCNN) is the amount of consumed water supplied from 

sources other than the water supply network (e.g., wells). 

Water Consumption NOT from network loss (WCNNL) is the percentage of loss of the aforementioned-

consumed water. 

Water from Other Sources (WOS) is water from other sources directed to the sewage network (e.g., 

underground infrastructure). 

Urban to Nonurban Area (UNUA): Each area unit in an urban zone can be a mix of urbanized and 

nonurbanized ambients. The SWB parameters such as infiltration, runoff, and PET in nonurbanized areas 
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can be calculated using the methods mentioned in Sections 2.2 and 2.4. These parameters can be 

recalculated for urbanized sections according to the specific water cycle of the urban areas. The urbanized 

to nonurbanized ratio of an urban area determines the mixing percentage of the water cycle parameters 

calculated using their respective methods. Appendix D shows the SWB calculations in urban areas using 

the aforementioned parameters. 

Noteworthily, PET and infiltration values have to be recalculated before calculating the recharge, RET and 

deficit, taking into account the UNUA values. Then, the urban evaporation values have to be added to the 

RET using the determined UNUA proportion. 

 

Figure 26 Simplified scheme of the urban water cycle. The abbreviations are explained in this section. 

4.3 UNDER THE HOOD: 
WaterpyBal utilizes the Network Common Data Form (netCDF) dataset because it is open-source, freely 

available, array-oriented, and portable. Many educational, research, and government projects utilize this 

dataset. netCDF can be accessed using many programming languages, computer programs, and geographic 

information system (GIS) software and allows the user to store, modify, and manage data from the study 

area for the desired number of variables and dimensions 273. 

WaterpyBal follows a modular design that aims to independently calculate each SWB parameter. As shown 

in Fig. 3, the general structure of WaterpyBal contains 9 classes and 17 methods. This structure allows 

easier application of WaterpyBal and facilitates further development of the library. WaterpyBal accepts a 

variety of inputs at each stage, as shown in Fig. 4. The following sections briefly describe the WaterpyBal 

classes: 
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Figure 27 Simplified scheme of the main classes and methods of WaterpyBal. The colors used for each class 

correspond to the process with the same color in Fig. 1. 

 

Figure 28 Scheme of the input types at each step of SWB calculation and modular structure of WaterpyBal. The 

colors used in each process correspond to the same stage with the same color in Figs. 1 and 3, respectively. 

 

4.3.1 dataset_gen 
The dataset_gen class comprises two methods (purple in Fig. 3). The ds_dimensions method defines the 

spatial and temporal dimensions of the WaterpyBal netCDF dataset, whose boundary conditions can be 

determined by defining the limits manually, using an array, a datasheet containing all latitude and 

longitudes, a raster, or a netCDF dataset as a sample of the study area, as shown in Fig. 4. The time step of 

the dataset can be monthly, daily, or hourly and has to be defined at this stage. 
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The var_generation method creates the WaterpyBal netCDF dataset and adds the user-defined additional 

variables. The spatial–temporal structure of the dataset and the availability of various open-source tools to 

manage it suggest that netCDF is a viable option to integrate the information available on the study area. 

4.3.2 variable_management 
The variable_management class includes various methods to interpolate and/or store the available data 

(such as meteorological data) in the dataset (blue in Fig. 3). var_introduction_nc, var_introduction_csv, 

and var_introduction_tiffs allow the direct introduction of data from a netCDF, a.csv file, or a directory 

containing geotiffs data of the desired time steps to the WaterpyBal netCDF dataset, respectively. 

The var_interpolation method uses archives that contain time-series data in specific points of the study area 

and interpolates the variable at each time step for the whole study area using the nearest-neighbor, inverse-

distance, moving average, linear, or a mix of the nearest-neighbor and inverse-distance methods. 

 

4.3.3 SWR 
The swr method calculates the SWR (light green in Fig. 3). The soil characteristics can change with time, 

which results in temporal variability of the SWR. This method calculates the SWR using constant values, 

multiband rasters, or dataset variables. The user can determine if the SWR is constant in the study period, 

varies with each time step, or soil characteristics in the study area change at specific time steps. This will 

avoid unnecessary calculations and improve the execution time. 

 

4.3.4 PET 
The pet method calculates the evapotranspiration via numerous methods (orange in Fig. 3). This method 

incorporates the PET methods using the pyet library 274 in a three-dimensional space. The needed variables 

for each method can be defined as a constant value using a raster (spatial variability) or variables that are 

already in the dataset (spatial–temporal variability). Section 2.4 shows a list of available PET methods. 

 

4.3.5 Infiltration, Urban_composite_CN, and Urban_cycle 
The inf method calculates the infiltration values using the CN-related methods, as mentioned in Section 2.2 

(dark green in Fig. 3). The LU, HSG, and HC/altitude values of the study area can be introduced into 

WaterpyBal using different types of inputs, as shown in Fig. 4. 

The predefined value for the initial abstraction values was 0.2. Because numerous studies suggest the 

variability of the initial abstraction value and CN formula, the advanced CN option in this method allows 
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the user to define S (potential maximum retention) by defining the A, B, C, x, y, and z values mentioned in 

Eq. 5. 

The AMC can be considered in the inf method based on the five-day antecedent rainfall in the three AMC 

groups. The dormant and growing months can be distinguished using different thresholds to specify the 

final AMC group. The parameters of the second-degree polynomial equation between the AMCII and AMCi 

can be modified to allow flexibility in AMC calculations (Eq. 6). 

The max_inf_threshold method can be used to force the maximum infiltration value in each pixel. 

If the study area contains an urban zone, it is possible to calculate the CIA and UIA CCN values using the 

CIA and UIA methods, respectively (red in Fig. 3). The formula to calculate the CCN values is described 

in Section 2.2.3. 

The urban_cycle method calculates the urban cycle of the urban zone (yellow in Fig. 3). The urban cycle 

is characterized by 13 variables, as described in Section 2.6. These variables can be defined by constant 

values, raster, or a dataset. 

Fig. 4 shows the input types that can be used in each aforementioned classes. 

 

4.3.6 Balance 
The balance method calculates the R, D, RET, and ASWR, as mentioned in Section 2.5. To calculate the 

mentioned variables, the initial water capacity must be determined as a starting point to calculate the ASWC 

in the following iterations. The initial ASWR can be defined as a percentage of the maximum water capacity 

or can be introduced as a two-dimensional (2D) raster or an array, as shown in Fig. 4. 

4.3.7 post_process 
The post_process class could be used to access the variables (measured and calculated) of the WaterpyBal 

dataset using 3 different methods and may generate diverse outputs, as shown in Fig. 4. The point_fig_csv 

method creates the time-series figures or datasheets in a specified point and time period. The raster_fig_csv 

method creates geotiffs, maps, or datasheets in the whole study area in a specified time period. 

The gen_report method generates a document that includes the calculated SWB variables in a specified 

area and/or the whole study area. Fig. F.1 in Appendix F shows some of the post_process class outputs. 

4.4 THE WORKFLOW 
The general steps to calculate the SWB using WaterpyBal and WaterpyBal Studio are shown in Fig. 4 from 

top to bottom and are as follows: 
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1. Defining the spatial–temporal properties of the WaterpyBal dataset. 

2. Defining the additional variables that need to be included in the dataset. These additional variables can 

be the ones needed to calculate the PET and have to be introduced based on the PET method that will be 

used in the following steps. 

3. Introducing the available/measured data to the database. This can be done using values, other netCDF 

databases, or from the time series of the points with measured data. If the time series of the points were 

introduced, WaterpyBal can interpolate data in each time step using the introduced time series for each 

variable using five different methods. The interpolation method is powered by the gdal Python library 275. 

If the time interval of the input time series and WaterpyBal dataset are not the same, WaterpyBal will 

distribute or integrate the measured values after interpolation based on their nature to match the dataset 

time interval and store the values in the dataset. 

4. Adding data to the database if the raster archives are available in all or some time steps for a variable. 

5. Calculating SWR using the FC, PWP, and RRT. 

6. Calculating PET using 1 of the 18 methods available in WaterpyBal. 

7. Calculating infiltration. Infiltration can be calculated using the CN if the WaterpyBal dataset time interval 

is daily. If not, the infiltration has to be introduced directly in step 3. A multiband raster or separate raster 

archives has to be used to introduce the data needed to calculate the CN, containing the LU, HSG, and 

HC/Altitude (in case the CN table is based on the slope groups). The CCN can be calculated for urban areas. 

8. Calculating urban cycle parameters based on the inputs mentioned in Section 6.2. 

9. Calculating the SWB using the initial SWR. 

10. Obtaining result reports and visualization of the outputs. WaterpyBal outputs can be divided into three 

different categories: 

1. Coordinate-based: 

A coordinate can be specified, and a figure or datasheet of the time series in the determined time 

window will be generated for specified variables. 

 

2. Whole study area: 

Maps or raster files of the study area in a determined time window for each time series for specified 

variables will be generated. 
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3. Region-based: 

By introducing a raster that includes different regions of the study area, the SWB-related variables 

can be generated for each specified region. If the region raster is not provided to WaterpyBal, a 

report for the whole study area will be generated. 

4.5 GRAPHIC USER INTERFACE OF THE WATERPYBAL LIBRARY 
The WaterpyBal Studio is the graphic user interface of WaterpyBal, which facilitates the use of WaterpyBal 

without any knowledge of programming languages. The WaterpyBal Studio covers most of the WaterpyBal 

library capabilities. Figs. F.2 and F.3 in Appendix F show the main page of the WaterpyBal Studio. More 

information is provided in Section 8. 

4.6 SYNTHETIC EXAMPLE OF THE WATERPYBAL APPLICATION 
Here, this example is included to demonstrate the functionality of WaterpyBal and its results have been 

compared to four empirical methods 276–279 to show the relative coherency of the WaterpyBal results. The 

details of the empirical methods are given in Appendix E. 

4.6.1 Designed Study Areas and Available Data 
The SWB was calculated in a synthetic study area of 30.58 km2, rasterized as 430 and 760 pixels in width 

and height, respectively, with a pixel size of 15 × 15 m. The study area comprises six different regions, as 

shown in Fig. 5. Table 1 shows the soil characteristics of each area. The second and third regions were 

urban areas with urban cycle parameters, as shown in Table 2. 
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Figure 29 Synthetic example of a study area. The study area is divided into six regions with diverse characteristics. 

Regions 2 and 3 are urban areas. Nine meteorological stations have been shown as points in the maps. 

Nine meteorological stations were included in the study area, as shown in Fig. 5. The available time series 

measured in these stations were daily precipitation (P) and monthly maximum, minimum, and average 

temperatures in 4 consecutive years (from 01/01/2018 to 31/12/2021). Fig. 6a shows the monthly average 

P of the nine stations, and Fig. 6b shows the average temperature measured at each meteorological station. 

The SWB was calculated for 4 years in daily time intervals, which is equal to 1461 time steps. In this 

example, λ = 0.2 and the standard USGS CN table were used. The Hargreaves method was used in the study 

area to calculate the PET. The initial SWR was assumed 100%. 
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Figure 30 (a) Monthly average precipitation of nine meteorological stations. (b) Average temperature measurements 

for nine meteorological stations. 

 

Table 6 Soil characteristics in six regions of the synthetic example. Zones 2 and 3, marked by *, are urban zones. 

The same soil parameters have been designated to these two zones to demonstrate the variability of the urban cycle 

parameters in urban areas in the SWB. 

Regions FC PWP RRT Area (Km2) pixels CN 

1 0.37 0.25 0.20 23.14 102850 74 

2* 0.23 0.12 0.20 0.48 2137 81 

3* 0.23 0.12 0.20 0.48 2119 81 

4 0.31 0.19 0.10 0.18 810 91 

5 0.22 0.10 0.30 2.02 8964 66 

6 0.38 0.25 0.35 4.28 19020 51 

 

The urban area variables can be shown in Table 2. Since WaterpyBal accepts millimeter units for all inputs, 

including the urban parameters, the water consumption has to be converted to millimeters. The conversion 

is done by multiplying the water consumption per capita per day (m3) (first row in Table 2) and population 

(second row in Table 2), divided by the area (m2) (third row in Table 2), multiplied by 1000, which results 

in total water consumption value in mm (10.15 and 9.15 mm of total water consumption in region 2 and 3 

respectively). It is assumed that to fulfill the total water consumption, 8 and 5 mm is from water supply 

network and 2.15 and 4.15 mm is from wells in regions 2 and 3, respectively. Section 8 provides access to 

the Jupyter notebook to reproduce the example. 
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Table 7 Urban cycle parameters in regions 2 and 3. 

Parameter Unit Region 2 Region 3 

water consumption per capita per day m3 0.27 0.28 

population  - 2008 1731 

Area m2/pixels 480825/2137 476775/2119 

Total water consumption  mm 10.15 9.15 

WSNC mm 8 5 

WSNL % 7 10 

DUE % 14 18 

IUE % 4 6 

SNLN % 3 3 

SNLR % 8 8 

ThS mm 15 15 

RtS % 35 27 

DI % 25 39 

WCNN mm 2.15 4.15 

WCNNL % 6 7 

WOS mm 6.3 3 

UNUA % 100 60 

 

4.6.2 SWB Input Data Preparation: 
Various raster files for WaterpyBal were prepared using QGIS software. All raster files had the same 

coordination system and pixel resolution as the study area. A six-band raster file containing the FC, PWP, 

RRT, LU, HSG, and HC was generated using the parameters shown in Table 1. A raster with the pixel 

values that identifies each region was used to create a final SWB report separated by the region numbers. 

The information in Table 2 was introduced to WaterpyBal using 13 raster files that characterized the urban 

area parameters in regions 2 and 3. The daily rainfall and monthly temperature time series of all nine 

meteorological stations were converted into two files (one for the daily rainfall and another one for the 

monthly temperature measurements) in a comma-separated value format. Section 8 provides all input files 

to reproduce the example. 

4.6.3 WaterpyBal Application: 
The steps described in Section 4 were followed to obtain the SWB: 

1. The WaterpyBal dataset was created for a time period ranging from 01/01/2018 to 31/12/2021 using 

a raster as a sample of the study area extent. 

2. Additional variables, namely, minimum, maximum, and average temperatures, were included in 

the dataset to calculate the PET using the Hargreaves method. 

3. The time series of measurements from nine meteorological stations for daily precipitation and 

monthly temperatures was interpolated in each time step via the linear method using WaterpyBal. 
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4. The SWR was calculated using the FC, PWP, and RRT bands of the raster file. 

5. PET was calculated using the temperature data already interpolated and saved in the dataset using 

WaterpyBal in step 3. 

6. Using the WaterpyBal default USGS standard table, the CNs were identified using the LU, HSG, 

and HC from the multiband raster. WaterpyBal default AMC correction was implemented. 

7. Urban zone raster files were introduced into WaterpyBal. 

8. The SWB was calculated. 

9. The result was visualized and exported, as explained in Section 6.4. 

4.6.4 Example Results and Discussion: 
The complete output files can be reproduced and found, as described in Section 8. Here, some relevant 

results are discussed. Fig. 7 shows the P, R, and RET in regions 1 and 4. To evaluate the coherency of the 

results, the infiltration data calculated by WaterpyBal were introduced to the EASY BAL application in 

nonurban regions (1, 4, 5, and 6), which resulted in less than 0.2% difference between the average annual 

R values. Moreover, four empirical methods were used to calculate the annual R. Appendix E provides the 

details of the four empirical methods. The empirical methods for regions 2 and 3 were not included since 

these methods are not designed for urban regions. 

 

Figure 31 Precipitation, recharge, and RET values in regions 1 and 4. Values in mm/day. 

Table 3 shows the minimum, maximum, standard deviation, and average of R for four empirical methods 

in each year of each zone compared to the R calculated using WaterpyBal. The R calculated using 

WaterpyBal is calculated in daily time steps and integrated to annual R to be comparable to the empirical 

methods. In Fig. 8, the dashed lines show the annual recharge calculated by WaterpyBal and the vertical 

bars show the two standard deviations range from the average of the empirical methods. Fig. 8a in 2019, 
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Fig. 8c in 2018 and 2019, Fig. 8d in 2019 and Table 3 show that the R calculated by WaterpyBal is coherent 

with the empirical methods, except in scenarios with a low P where WaterpyBal estimates a lower R than 

the empirical methods. This is because the R calculated by empirical methods is a direct function of the 

cumulative annual P and not sensitive to the P distribution throughout the year. 

Table 8 Annual recharge calculated by WaterpyBal and the statistics of the annual recharge calculated by four 

empirical methods. Values in mm/year. Bold fonts show the year and regions that WaterpyBal estimation is outside 

the maximum and minimum range that is determined by empirical methods. 

 

 

Figure 32 Dashed lines show the annual recharge calculated by WaterpyBal, and the vertical bars show the two 

standard deviations of the average of the empirical methods. Negative values are considered 0 in empirical models. a, 

b, c, and d correspond to the regions 1, 4, 5, and 6, respectively. Values in mm/year. 

Figs. 9 a and b show the daily P, R, and evaporation (Ep) in urban regions. Ep in the two regions follows a 

distinct pattern because the UNUA is defined as 100% and 60% in regions 2 and 3, respectively. The Ep in 

region 2 is solely the result of the urban cycle, whereas the Ep in region 3 is the ratio of the RET and urban 

cycle Ep. 

Region 

 

Year WaterpyBal annual recharge estimation Empirical methods statistics 

Minimum Maximum Standard deviation Mean 

1 

2018 65 56 163 48 75 

2019 6 19 56 16 33 

2020 38 53 131 35 65 

2021 1 0 42 21 26 

4 

2018 93 56 168 50 88 

2019 29 22 57 15 42 

2020 142 60 221 73 105 

2021 4 0 44 21 33 

5 

2018 5 53 125 32 53 

2019 0 0 50 23 22 

2020 1 48 74 13 39 

2021 0 0 37 18 16 

6 

2018 18 60 226 75 53 

2019 0 46 66 9 29 

2020 19 59 212 69 52 

2021 0 0 44 21 21 
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The average R value in regions 2 and 3 is 1.9 and 0.8 mm per day, respectively, for the 4-year period. The 

minimum R value produced by just by urban activities in the absence of precipitation (e.g., network loss 

and sewage leakage) for regions 2 and 3 is 1.15 and 0.67 mm per day, respectively, for the 4-year period. 

To see the effects of urbanization on recharge, the SWB was calculated in an urban area of 1 m2 with the 

same urban cycle parameters as region 2, changing the UNUA parameter from 0% to 100%. Fig. 9c. shows 

the average daily R for the 4-year period calculated with different UNUA values. Fig. 9c. show that by 

increasing the ratio of the nonurban areas, R increases, which highlights the importance of green areas in 

urban regions for recharge and flood management. 

 

Figure 33 (a, b) Precipitation, recharge, and evaporation in regions 2 and 3, respectively. (c) Recharge evolution by 

changing the UNUA value in an urban area. Values in mm/day. 

 

4.7 CONCLUSIONS 
WaterpyBal is an open-source Python library dedicated to SWB calculations. It has hourly, daily, and 

monthly temporal variability and accepts a wide variety of data types as the inputs of the model. WaterpyBal 

unifies different stages of SWB calculation into an integrated library: from the spatial interpolation of the 

input parameters to creating reports, figures, and maps of the results. WaterpyBal utilizes netCDF, which 

is a well-known dataset used in many other available tools. The modular algorithm structure of WaterpyBal 



78 

 

allows the easy development and application of WaterpyBal in the future. A synthetic example was used to 

demonstrate the ease of use and coherency of WaterpyBal. 

Moreover, the WaterpyBal Studio is a friendly graphic user interface of WaterpyBal containing the 

commonly used features of WaterpyBal. It is accompanied by a guide at each stage to clarify each available 

option. 

The extensive urban cycle takes into account different crucial parameters of the SWB and recharge 

quantification in an urban environment, which results in a more realistic urban model. 

Nevertheless, WaterpyBal has some limitations. It should not be directly used in study areas where the 

horizontal water flow is prominent since it just takes into account the vertical water flow. Furthermore, 

calculating infiltration using WaterpyBal is limited to daily time intervals since the CN method is used for 

infiltration calculation. Infiltration has to be introduced to WaterpyBal as an input parameter if there are 

different time steps. 

The easily generated reports, maps, and figures of the introduced and resulting variables save the user 

analysis time, allowing faster result evaluation. Overall, WaterpyBal can help in sustainable groundwater 

management in urban and nonurban areas. 

4.8 SOFTWARE AND DATA AVAILABILITY 
WaterpyBal is available to download freely in https://github.com/IDAEA-EVS/waterpybal Under AGPL-

3.0 License. 

Year first available: 2023 

Programming language: Python 

Dependencies: numpy, pandas, xarray, matplotlib, netCDF4, osgeo, rasterio, richdem, rioxarray, pyet 

Developed by Ashkan Hassanzadeh 

Contact information: ashkan.hassanzadeh@csic.es. 

Refer to https://readthedocs.org/projects/waterpybal for additional information about the installation, 

default values of the arguments, the explanation and the usage. 

The input data alongside the Jupyter notebook of the synthetic example is available at 

https://github.com/IDAEA-EVS/waterpybal. 

WaterpyBal Studio installer, installation guide, user manual and inputs for the synthetic example are 

available to download freely at https://doi.org/10.20350/digitalCSIC/15191. 

https://github.com/IDAEA-EVS/waterpybal
https://readthedocs.org/projects/waterpybal
https://github.com/IDAEA-EVS/waterpybal
https://doi.org/10.20350/digitalCSIC/15191
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5 Conclusions  
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Groundwater characterization and management, an essential aspect for life as we know it, requires the 

integration of large amounts of data. This can be eased with the use of numerical tools that automate certain 

calculations, which in turn, helps in avoiding biases and saves processing time. Geopropy, Isocompy and 

WaterpyBal are the three tools that are specifically created as part of this thesis that provide more accurate 

and reliable numerical models for aspects of groundwater administration. The new tools are all open source 

Python libraries, that deal with geological cross sections, water isotopes and soil water balances.  The tools 

incorporate codes for visualization of the solutions obtained, in terms of cross sections or maps, which also 

eases the data interpretation.  

 Geopropy is a library that utilizes a data-driven approach to generate 3D geological cross-sections 

from both surface and subsurface geological data. It aims to assist geologists in making consistent 

decisions by identifying zones that may have multiple outcomes in a cross-section. This feature can 

potentially help users to analyze different geological scenarios based on the available data. This 

tool does not replace implicit models but works as an intelligent agent to generate cross-sections 

explicitly. It has been validated by applying it to synthetic profiles, making it a valuable tool for 

geologists. The library can speed up the process of creating geological cross-sections, which can 

be time-consuming. 

Geopropy identifies the uncertainty caused by complex structures or lack of data by detecting zones 

with more than one possible outcome. It facilitates the decision-making process in these zones for 

the user in three degrees of freedom. The first degree of freedom is automatic, where the algorithm 

generates cross-sections when available information results in a unique outcome. The second 

degree of freedom is semi-automatic, where the algorithm asks for decisions on how to complete 

the geological unit contacts if there are multiple outcomes. The third degree of freedom is manual, 

where the algorithm enters the manual stage to complete the cross-section if new geospatial 

information or more complex decisions are required. Geopropy's main advantage is its ability to 

combine the efficiency of implicit modeling with the accuracy and detail of explicit modeling. By 

automating parts of the workflow and incorporating expert opinion and data, Geopropy supports 

the decision-making process of geologists, allowing them to create more accurate and detailed 

geological models with greater efficiency. 

 

 Isocompy is designed for regression-statistical modeling and analysis of natural water isotopic 

compositions. Its multistage procedure considers various potential features that can impact the 

water isotopic signature, including meteorological measurements, sea surface temperatures, and 

reanalysis-derived variables. The library simplifies and optimizes the water isotopic interpretation 
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in complex areas with limited and non-uniform data. Isocompy can deliver isotopic spatial 

distribution and the estimated local meteoric water line data, and the feature selection procedure 

allows for a quick yet extensive study of the influencing factors of precipitation’s isotopic 

composition. Additionally, Isocompy generates extensive outputs, making the evaluation process 

user-friendly. The library is flexible and adaptable, depending on the amount of data available in 

time and space, and has the capacity to apply various regression methods. The functionality of this 

tool has been validated by implementing it on the meteorological features and isotopic composition 

of precipitation in N Chile. 

 

 WaterpyBal calculates soil water balances. It incorporates different stages of water balance 

modelling such as spatial data interpolation, evaporation, evapotranspiration and infiltration 

calculation, taking into account the soil characteristics and urban water cycle parameters and post-

processing using a widely known dataset. Its modular algorithm structure makes it easy to develop 

and enhance the tool in the future. The extensive urban cycle in WaterpyBal accounts for various 

critical parameters of soil water balance and recharge quantification in urban environments, 

resulting in a more realistic urban model. The tool generates extensive outputs that aid in a quick 

result evaluation. Moreover, WaterpyBal Studio is a graphical user interface that contains 

frequently used features of WaterpyBal. A synthetic example is provided to demonstrate the tool's 

user-friendliness and coherence. 

Developing these tools in a widely-used programming language, opening the source codes and modular 

algorithm designs ensure the possibility of a wide use and further development of the libraries and 

contribute to the reproducible research. Moreover, they can also be coupled to other modern existing 

decision-making libraries. These tools would aid the user in the different stages of conceptual and numerical 

groundwater modelling and facilitate groundwater management. 
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Appendices 

A. Additional Figures of Chapter 2 
 

 

Figure A.34 A 3D cross-section based on synthetic database 2. Note that the geospatial properties of the 

boreholes change from synthetic dataset 2 to demonstrate the 3D capabilities of Geopropy. 
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Figure A.35 Raw data of synthetic dataset 2. 

 

 Figure A.36 Cross-sections of synthetic dataset 3, created by the geologist. Based on the available data, the 

geological units in critical zones iii and iv could be interpreted in various ways. 
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Figure A.37 Screenshot of the semiautomatic-stage visualization of synthetic dataset 3. The interactive visualization 

tool helps the user identify the faults, contact points and respective point IDs. The provisional scheme of unit contacts 

that are already created is shown by lines in different colours. 

 

Figure A.38 Cross-sections of synthetic dataset 3, created by Geopropy. The user decided to choose the semiautomatic-

stage preferences in critical zones iii and iv.



 

 

 

B. Synthetic Datasets Tables of Chapter 2 
 

Table B.1 Borehole data table of the synthetic dataset 1 

borehole_id x y elevation 

1 0 0 2 

2 21 21 1 

3 27 27 0 

4 40 40 0 

5 46 46 0 

6 53 53 0 

7 62 62 0 
 

Table B.2 Borehole Unit data table of the synthetic dataset 1 

borehole_id top_depth bottom_depth units 

1 0 2 e 

1 2 3 a 

1 3 9 b 

1 9 11.3 f 

2 0 2 a 

2 2 2 Fault 

2 2 4 a 

2 4 9.3 b 

2 9.3 11 f 

3 0 5 a 

3 5 8 b 

3 8 9.5 b 

3 8 8 Fault 
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3 9.5 11 f 

4 0 6 a 

4 6 13.8 b 

5 0 5 a 

5 5 7 c 

5 7 10.3 b 

6 0 5 a 

6 5 8 c 

6 8 12 b 

7 0 5 a 

7 5 6.2 d 

7 6.2 9.1 c 

7 9.1 12.1 b 

7 12.1 14.1 b 

 

Table B.3 Chronological data table of the synthetic dataset 1 

prority_number bottom_layer top_layer type preferred_angle 

1 f b conformity  

2 b c conformity  

3 c d conformity  

4  a unconformity  

5   fault  

6 a e conformity  

 

Table B.4 Fault  data table of the synthetic dataset 1 

priority_number borehole_id elevation preferred_angle type 

5 2 2 45 fault 

5 3 8 45 fault 
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Table B.5 Borehole data 

table of the synthetic 

dataset 2 

borehole_id x y elevation 

111 0 0 1 

112 5 5 1.5 

113 10 10 2 

114 15 15 2.5 

115 20 20 2.25 

116 25 25 2 

117 32.5 32.5 1.8 

118 37.5 37.5 1.5 

119 42.5 42.5 0 

1110 47.5 47.5 1 

1111 53.75 53.75 1.15 

1112 60 60 1.3 

1113 66.25 66.25 1.3 

1114 72.5 72.5 1.3 

1115 77.5 77.5 1.3 

1116 81.25 81.25 1.3 

1117 85 85 1.3 

1118 88.75 88.75 1.2 

1119 92.5 92.5 1.1 

1120 97.5 97.5 1.1 

 

Table B.6 Borehole Unit data table 

of the synthetic dataset 2 

borehole_id top_depth bottom_depth units 

111 0 1 f 

111 1 5.16 j 

111 5.16 11.4 d 

111 11.4 15.56 v 

111 15.56 17.4 l 

111 17.4 20.15 g 

111 20.15 21 e 

112 0 1.5 f 

112 1.5 6.2 j 
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112 6.2 12.44 d 

112 12.44 16.6 v 

112 16.6 21.7 l 

112 21.7 24.2 g 

112 24.2 41.5 e 

112 41.5 41.5 Fault 

112 41.5 43 e 

113 0 2 f 

113 2 3 n 

113 3 8.24 j 

113 8.24 14.48 d 

113 14.48 18 v 

113 18 18.5 c 

113 18.5 27.64 l 

113 27.64 30.39 g 

113 30.39 35.39 e 

113 35.39 35.39 Fault 

113 35.39 38 e 

114 0 2.5 f 

114 2.5 4.5 n 

114 4.5 9.74 j 

114 9.74 15.98 d 

114 15.98 20.14 v 

114 20.14 22.5 c 

114 22.5 28.64 l 

114 28.64 30 e 

114 28.64 28.64 Fault 

115 0 2.25 f 

115 2.25 5.6 n 

115 5.6 10.84 j 

115 10.84 17.08 d 

115 17.08 21.24 v 

115 21.24 22.75 c 

115 22.75 22.75 Fault 

115 22.75 27.4 l 

115 27.4 30.15 g 

115 30.15 32 e 

116 0 2 f 

116 2 5.62 n 

116 5.62 11.36 j 

116 11.36 17.6 d 

116 17.6 21.76 v 
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116 21.76 25.8 c 

116 25.8 31.26 l 

116 31.26 34.01 g 

116 34.01 36 e 

117 0 1.8 f 

117 1.8 6.68 n 

117 6.68 12.72 j 

117 12.72 19.5 d 

117 19.5 24.8 v 

117 24.8 30.12 c 

117 30.12 37.62 l 

117 37.62 40.37 g 

117 40.37 42 e 

118 0 1.5 f 

118 1.5 7.14 n 

118 7.14 12.86 j 

118 12.86 20.1 d 

118 20.1 25.5 v 

118 25.5 32.84 c 

118 32.84 40 l 

118 40 41 a 

119 0 1 k 

119 1 7.4 n 

119 7.4 13.12 j 

119 13.12 19.36 d 

119 19.36 25.52 v 

119 25.52 33 c 

119 33 35 a 

1110 0 1 f 

1110 1 3.6 k 

1110 3.6 10 n 

1110 10 15.08 j 

1110 15.08 21.32 d 

1110 21.32 25 v 

1110 25 27 a 

1111 0 1.15 f 

1111 1.15 5.05 k 

1111 5.05 10.5 n 

1111 10.5 13.04 j 

1111 13.04 15 a 

1112 0 1.3 f 

1112 1.3 6.5 k 
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1112 6.5 11 n 

1112 11 12 a 

1113 0 1.3 f 

1113 1.3 7.8 k 

1113 7.8 13.75 n 

1113 13.75 15.67 j 

1113 15.67 17 a 

1114 0 1.3 f 

1114 1.3 9.1 k 

1114 9.1 16.5 n 

1114 16.5 20.34 j 

1114 20.34 23 a 

1115 0 1.3 f 

1115 1.3 10.5 k 

1115 10.5 17.5 n 

1115 17.5 20.24 j 

1115 20.24 23 a 

1116 0 1.3 f 

1116 1.3 11.1 k 

1116 11.1 17 n 

1116 17 18.37 j 

1116 18.37 20 a 

1117 0 1.3 f 

1117 1.3 1.8 b 

1117 1.8 12.2 k 

1117 12.2 17 n 

1117 17 20 a 

1118 0 1.2 f 

1118 1.2 2.7 b 

1118 2.7 13.1 k 

1118 13.1 18.57 n 

1118 18.57 25.5 j 

1118 25.5 26.01 d 

1118 26.01 28 a 

1119 0 1.1 f 

1119 1.1 3.6 b 

1119 3.6 14 k 

1119 14 20.24 n 

1119 20.24 26.48 j 

1119 26.48 28 d 

1119 28 30 a 

1120 0 1.1 f 
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1120 1.1 4.1 b 

1120 4.1 14.5 k 

1120 14.5 20.74 n 

1120 20.74 26.98 j 

1120 26.98 30 d 

1120 30 32 a 

 

Table B.7 Chronological data table of the synthetic dataset 2 

prority_number bottom_layer top_layer type preferred_angle 

2 e g conformity  

3 g l conformity  

4 l c conformity  

5   Fault  

6  v unconformity  

7 v d conformity  

8 d j conformity  

9 a  intrusion  

10  n unconformity  

11 n k conformity  

12 k b conformity  

13  f unconformity  

 

Table B.8 Fault data table of the synthetic dataset 2 

priority_number borehole_id elevation preferred_angle type 

5 113 35.39 135 Fault 

5 114 28.64 135 Fault 

5 112 41.5 135 Fault 

5 115 22.75 135 Fault 

 

Table B.9 Borehole data table of the synthetic dataset 3 

borehole_id x y elevation 
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111 70 70 0 

112 90 90 0 

113 110 110 0 

114 130 130 0 

115 140 140 0 

116 160 160 0 

117 180 180 0 

118 230 230 -3 

119 250 250 0 

 

Table B.10 Borehole Unit data table 

of the synthetic dataset 3 

borehole_id top_depth bottom_depth units 

111 0 50 a 

111 50 56 b 

111 56 60 c 

112 0 10 a 

112 10 15 b 

112 15 20 c 

112 20 25 b 

112 25 47 a 

112 47 55 a 

112 47 47 Fault 

112 55 60 b 

112 60 61 c 

113 0 10 a 

113 10 15 b 

113 15 20 c 

113 20 30 c 

113 20 20 Fault 

113 30 35 b 

113 35 55 a 

113 55 60 b 

113 60 61 c 

114 0 13 a 

114 13 17 b 
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114 17 61 c 

115 0 13 a 

115 13 17 b 

115 17 55 c 

116 0 10 a 

116 10 15 b 

116 15 47 c 

116 47 50 a 

116 47 47 Fault 

116 50 55 b 

116 55 61 c 

117 0 10 a 

117 10 15 b 

117 15 18 c 

117 18 45 a 

117 18 18 Fault 

117 45 50 b 

117 50 55 c 

117 55 63 d 

117 63 65 c 

118 0 10 n 

118 10 15 m 

118 15 35 a 

118 35 60 d 

118 60 61 c 

119 0 50 a 

119 50 55 b 

119 55 61 c 

 

Table B.11 Chronological data table of the synthetic dataset 3 

prority_number bottom_layer top_layer type preferred_angle 

1 c b conformity 5 

2 b a conformity 5 

3 d  Intrusion  

4   Fault  
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5   Fault  

6 a m conformity  

7 m n conformity  

 

Table B.12 Fault  data table of the synthetic dataset 3 

priority_number borehole_id elevation preferred_angle type 

5 116 45 135 Fault 

5 117 18 135 Fault 

6 112 47 135 Fault 

6 113 20 135 Fault 

 

Table B.13 Ground surface data table of the synthetic dataset 3 

x y z priority_num type polarity angle 

80 80 10  Topography   

175 175 -4  Topography Normal  

215 215 0 7 Topography Normal  

219 219 0 8 Topography Normal  

235 235 0 8 Topography Normal  

239 239 0 7 Topography Normal  

245 245 -4  Topography   



 

C. Listings of Chapter 2 

 

Listing C.1 GEOPROPY semi-automatic (guided) stage of synthetic dataset 3 

 

1. Structure Determination 

2. priority: 3 

3. priority_type conformity 

4.  ########### 

5. zone box: 

6. |   X |   Y |   Z | 

7. |-----+-----+-----| 

8. |  90 |  90 | -10 | 

9. | 130 | 130 | -10 | 

10. | 130 | 130 | -55 | 

11. |  90 |  90 | -55 | 

12. ### RELATED FAULTS ### 

13. fault priority: 6 

14. fault points: 

15.   

16. |   BOREHOLE_ID | [X,Y,Z]               |   POINT_ID | 

17. |---------------+-----------------------+------------| 

18. |           112 | [90.0, 90.0, -47.0]   |         39 | 

19. |           113 | [110.0, 110.0, -20.0] |         41 | 

20.  ### ZONE INFORMATION ### 

21.   

22. | POINT_TYPE      |BOREHOLEID|BOREHOLE_INDE| [X,Y,Z]               | POLARITY   |  POINT SIT.   |   POINT_ID 

| 

23. |-----------------+----------+-------------+-----------------------+------------+---------------+------------

| 

24. | Borehole_points |      111 |           2 | [70.0, 70.0, -50.0]   | Normal     | Not Connected |          3 

| 

25. | Borehole_points |      112 |           3 | [90.0, 90.0, -10.0]   | Normal     | Not Connected |          5 

| 

26. | Borehole_points |      112 |           3 | [90.0, 90.0, -25.0]   | Reverse    | Not Connected |          8 

| 

27. | Borehole_points |      112 |           3 | [90.0, 90.0, -55.0]   | Normal     | Not Connected |          9 

| 

28. | Borehole_points |      113 |           4 | [110.0, 110.0, -10.0] | Normal     | Not Connected |         11 

| 

29. | Borehole_points |      113 |           4 | [110.0, 110.0, -35.0] | Reverse    | Not Connected |         14 

| 

30. | Borehole_points |      113 |           4 | [110.0, 110.0, -55.0] | Normal     | Not Connected |         15 

| 

31. | Borehole_points |      114 |           5 | [130.0, 130.0, -13.0] | Normal     | Not Connected |         17 

| 

32.  ################# Stage 2: Semi-Automatic ############################ 

33.  please introduce consecutive POINT_IDs that you wish to connect in form of a list. 

34.  In case the critical zone consists of more than one part, write 'SEPARATE' between POINT_IDs. 

35.  Note that the introduced points have to follow the borehole arrangement  

36.  In case this stage preferred to be done manually, Type:'jumptomanual' 

37.  EXAMPLE: [25,26,37,38,'SEPARATE',45,46,'SEPARATE',65,68] or 'jumptomanual'  

38.  

39. Enter the POINT_ID list: 

40. [3,'SEPARATE',9,15,14,'SEPARATE',8,5,11,'SEPARATE',17] 
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Listing C.2 GEOPROPY third (manual )stage of synthetic dataset 3

 

1. Structure Determination 

2. priority: 4 

3. priority_type intrusion 

4. ########### 

5. zone box: 

6. |   X |   Y |   Z | 

7. |-----+-----+-----| 

8. | 180 | 180 | -38 | 

9. | 230 | 230 | -38 | 

10. | 230 | 230 | -63 | 

11. | 180 | 180 | -63 | 

12. ### RELATED FAULTS ### 

13. No related fault detected 

14. ### ZONE INFORMATION ### 

15. | POINT_TYPE      |BOREHOLEID|BOREHOLE_INDE| [X,Y,Z]               | POLARITY   |  POINT SIT.   |   POINT_ID | 

16. |-----------------+----------+-------------+-----------------------+------------+---------------+------------| 

17. | Borehole_points |      117 |           8 | [180.0, 180.0, -55.0] | Normal     | Not Connected |         29 | 

18. | Borehole_points |      117 |           8 | [180.0, 180.0, -63.0] | Normal     | Not Connected |         30 | 

19. | Borehole_points |      118 |           9 | [230.0, 230.0, -38.0] | Normal     | Not Connected |         33 | 

20. | Borehole_points |      118 |           9 | [230.0, 230.0, -63.0] | Normal     | Not Connected |         34 | 

21.   

22. ################# Stage 2: Semi-Automatic ############################  

23. please introduce consecutive POINT_IDs that you wish to connect in form of a list. 

24. In case the critical zone consists of more than one part, write ‘SEPARATE’ between POINT_IDs. 

25. Note that the introduced points have to follow the borehole arrangement  

26.   

27. In case this stage preferred to be done manually, Type:'jumptomanual' 

28.   

29. EXAMPLE: [25,26,37,38,’SEPARATE’,45,46,’SEPARATE’,65,68] or 'jumptomanual'  

30.   

31. Enter the POINT_ID list: 

32. 'jumptomanual'  

33.   

34. ################# Stage 3: Manual ################ 

35.  There are points which are not connected from any side to any borehole. please specify how they have to 

connect. Use the instruction below: 

36.   

37. priority: 4 

38. priority_type: intrusion 

39.   

40. ### ZONE INFORMATION ### 

41.   

42. | POINT_TYPE      |BOREHOLEID|BOREHOLE_INDE| [X,Y,Z]               | POLARITY   |  POINT SIT.   |   POINT_ID | 

43. |-----------------+----------+-------------+-----------------------+------------+---------------+------------| 

44. | Borehole_points |      117 |           8 | [180.0, 180.0, -55.0] | Normal     | Not Connected |         29 | 

45. | Borehole_points |      117 |           8 | [180.0, 180.0, -63.0] | Normal     | Not Connected |         30 | 

46. | Borehole_points |      118 |           9 | [230.0, 230.0, -38.0] | Normal     | Not Connected |         33 | 

47. | Borehole_points |      118 |           9 | [230.0, 230.0, -63.0] | Normal     | Not Connected |         34 | 

48.   

49. ######################## 3rd STAGE GUIDE ############################## 

50.   

51. point IDs have to introduce in pairs, accompanied by a keyword that identify their situation: 

52.   

53. If both points are in 2 CONSECUTIVE borehole or surface points: [point_id 1, point_id 2, 'normal_connection'] 

(point_id 1 is the sample point with smaller BOREHOLE_INDEX) 

54.   

55. If both points are in the same borehole, based on the side that you want them to connect: [point_id 1, 

point_id 2, 'same_bh_connect_left'] or [point_id 1, point_id 2, 'same_bh_connect_right'] 

56.   

57. If it is preferred that the program take care of a point: [point_id 1,'', 'user_skipped'] (NOT RECOMMENDED) 

58.   

59. If it is preferred to introduce new coordinations and point ids, every group of lines (group of lines that are 

connected together) have to be introduced in different lists. the coordination of the new point and the 

related borehole id (if new introduced point is between two boreholes, use left side borehole id ) have to be 

introduced. 

60. structure: [ [Coord_X,Coord_Y,Coord_Z,'BOREHOLE_ID' (string)], point_id1, point_id2, 

[Coord_X,Coord_Y,Coord_Z,'BOREHOLE_ID' (string)],.... ] , '' , 'new_points']. Maintain sequence of the points. 

Note that in this part, it is possible to use points with ids that shown before.  

61.   

62. ################Disconnected sample points################## 

63.   

64. | POINT_TYPE      |BOREHOLEID|BOREHOLE_INDE| [X,Y,Z]               | POLARITY   |  POINT SIT.   |   POINT_ID | 

65. |-----------------+----------+-------------+-----------------------+------------+---------------+------------| 

66. | Borehole_points |      117 |           8 | [180.0, 180.0, -55.0] | Normal     | Not Connected |         29 | 

67. | Borehole_points |      117 |           8 | [180.0, 180.0, -63.0] | Normal     | Not Connected |         30 | 

68. | Borehole_points |      118 |           9 | [230.0, 230.0, -38.0] | Normal     | Not Connected |         33 | 

69. | Borehole_points |      118 |           9 | [230.0, 230.0, -63.0] | Normal     | Not Connected |         34 | 

70.  Enter POINT_ID list as mentioned: 

71. [ [ [ [166,166, -71,'116'],29,33 ] ,'','new_points'],[ 33,34,'same_bh_connect_right'],[ [ [173,173,-75 

,'116'],30,34 ] ,'','new_points']] 



 

D. Urban cycle calculations – Chapter 4 
SWB calculations in urban area using the parameters defined in section 2.6 are as follows: 

𝑊𝑆𝑁𝐿𝑉 = 𝑊𝑆𝑁𝐶 ∗  𝑊𝑆𝑁𝐿 

where WSNLV is Water Supply Network Loss Value. 

𝑊𝑆𝑁𝐶𝑉 =  𝑊𝑆𝑁𝐶 − 𝑊𝑆𝑁𝐿𝑉 

where WSNCV is Water Supply Network Consumption Value 

𝑊𝐶𝑁𝑁𝐿𝑉 = 𝑊𝐶𝑁𝑁 ∗  𝑊𝐶𝑁𝑁𝐿 

where WCNNLV is Water Consumption NOT from network loss value. 

𝑊𝐶𝑁𝑁𝑉 = 𝑊𝐶𝑁𝑁 − 𝑊𝐶𝑁𝑁𝐿𝑉 

where WCNNV is Water Consumption NOT from network value. 

𝑆𝑁𝑉1 =  (𝑊𝑆𝑁𝐶𝑉 +  𝑊𝐶𝑁𝑁𝑉) ∗  (1 − 𝐼𝑈𝐸) 

where SNV1 is the first stage of sewage network value which is equal to the total network water 

consumption, not considering the indirect evaporation.  

𝑅𝑡𝑆𝑉 =  (𝑃 + 𝐼)  ∗  (1 −  𝐷𝑈𝐸) ∗  𝑅𝑡𝑆 

where RtSV is the runoff to sewage value 

𝑆𝑁𝑉2 = 𝑆𝑁𝑉1 + 𝑅𝑡𝑆𝑉 + 𝑊𝑂𝑆 

where SNV2 is the second stage of sewage network value which adds the runoff to sewage value and the 

water from other sources that is directed to the sewage system. 

𝑆𝑁𝐿𝑉2 = 𝑆𝑁𝑉2 ∗ 𝑆𝑁𝐿 

where SNLV2 is the second stage of sewage network loss value 

𝑆𝑁𝑉3 = 𝑆𝑁𝑉2 − 𝑆𝑁𝐿𝑉2 

where SNV3 is the third and final stage of sewage network value 

𝐷𝐼𝑉 =  (𝑃 + 𝐼)  ∗  𝐷𝐼 

where DIV is the direct infiltration value. 
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Δ𝑊𝑉 = 𝑃 + 𝐼 + 𝑊𝑆𝑁𝐶 + 𝑊𝐶𝑁𝑁 + 𝑊𝑂𝑆 − 𝑆𝑁𝑉3 

where ΔWV is equal to the difference in the value of all the water that enters the urban area minus the water 

that exists through the sewage network.  

𝑇𝐼𝑉 =  𝑊𝑆𝑁𝐿𝑉 +  𝑊𝐶𝑁𝑁𝐿𝑉 +  𝑆𝑁𝐿𝑉2 +  𝐷𝐼𝑉 

where TIV is the total infiltration value which is equal to the sum of water supply network loss value, Water 

Consumption NOT from network loss value, sewage network loss value and direct infiltration value. 

𝑇𝐸𝑃𝑉 =  (𝑊𝑆𝑁𝐶𝑉 +  𝑊𝐶𝑁𝑁𝑉) ∗ 𝐼𝑈𝐸 +  (𝑃 + 𝐼)  ∗ 𝐷𝑈𝐸 

where TEPV is the total evaporation value which is the sum of direct and indirect evaporations. 

𝑇𝑅𝑉 = Δ𝑊𝑉 − 𝑇𝐸𝑇𝑉 − 𝑇𝐼𝑉 

where TRV is the total runoff which is ΔWV that is not infiltrated or evaporated in urban area. 



 

E.  Empirical methods equations and parameters – Chapter 4 
 

The Rao equations 279 in mm: 

𝑅 =  0.3 ∗  (𝑃 –  500) 

The Chaturvedi  276 and modified Chaturvedi 277 equations respectively in inch: 

𝑅 =  2 ∗ (𝑃 – 15)0.4 

𝑅 =  1.35 ∗ (𝑃 – 14)0.5 

The Maxey-Eakin 278 equation in mm: 

𝑅 =  𝐴 ∗ 𝑃 

The aforementioned relationships between P and R have to be adjusted based on the properties of the study area. In 

the example in section 6, the A in Maxey-Eakin has been considered equal to 0.1. 



 

F. Additional figures – Chapter 4 
 

 

Figure F.1 The screenshots of 3 types of WaterpyBal output: Datasheets, map and time series chart. 

 

Figure F.2 The screenshots of WaterpyBal Studio. Left: The spatial-temporal properties window to define the 

properties of the dataset. Right: Variable introduction and interpolation window. 
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Figure F.3 The screenshots of WaterpyBal Studio. Left: Infiltration calculation window. Right: Visualization and 

output generation. 
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This thesis is based on open-source tools to aid in the different stages of groundwater studies: geological 

3D modeling (Geopropy), isotopic modeling (Isocompy), and soil water balance spatial-temporal 

modeling (WaterpyBal and WaterpyBal Studio). Geopropy is a decision-making algorithm 

implemented in Python that generates 3D cross-sections. It performs as an intelligent agent that 

simulates the steps taken by the geologist in the process of creating the cross-section, coupled with data-

driven decisions. The algorithm detects zones with more than one possible outcome and, based on the 

level of complexity (or user preference), proceeds to automatic, semiautomatic or manual stages. 

Isocompy is Python library that estimates isotopic compositions through machine learning algorithms 

with user-defined variables. It includes dataset preprocessing, outlier detection, statistical analysis, 

feature selection, model validation and calibration and postprocessing. The automatic decision-making 

procedures are knitted in different stages of the algorithm, although it is possible to manually complete 

each step. WaterpyBal is another tool implemented in Python that generates spatial-temporal water 

balance models. WaterpyBal focuses on diffused precipitation and recharge modelling, considering the 

vertical water movement. This tool integrates different stages of the water balance assessment such as 

spatial data interpolation, evaporation, evapotranspiration and infiltration calculation, taking into 

account the soil characteristics and urban water cycle parameters. WaterpyBal calculates the water 

budget parameters such as recharge, deficit and runoff in defined spatial-temporal spectrum. 

WaterpyBal Studio is the graphic user interface of WaterpyBal that facilitates the usage of this tool in 

water management projects.
In essence, these tools offer support for sustainable groundwater management projects that ensures 

reproducible research results in these environmental fields.
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